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Preface

Purpose of this document

This document is intended for users of Fujitsu Enterprise Postgres, and explains how to read the manuals.

Structure of this document
The structure and content of this manual is shown below.
Chapter 1 How to Read the Manuals
This section explains the notational conventions in Fujitsu Enterprise Postgres manuals.
Chapter 2 Trademarks

This section explains the trademarks.

Export restrictions

Exportation/release of this document may require necessary procedures in accordance with the regulations of your resident
country and/or US export control laws.

Issue date and version

Edition 3.0: January 2024
Edition 2.0: Cctober 2023
Edition 1.0: April 2023

Copyright
Copyright 2015-2024 Fujitsu Limited
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IChapter 1 How to Read the Manuals

The Fujitsu Enterprise Postgres manuals use certain notational conventions and rules. Pay attention to these conventions and
rules when reading the Fujitsu Enterprise Postgres manuals.

1.1 Abbreviations of Manual Titles

The following tables list abbreviations of the titles of manuals for Fujitsu Enterprise Postgres as they appear in the manuals.

Formal manual title

Abbreviation in Fujitsu Enterprise
Postgres manuals

Fujitsu Enterprise Postgres Release Notes

Release Notes

Fujitsu Enterprise Postgres General Description

General Description

Fujitsu Enterprise Postgres Installation and Setup Guide for
Server

Installation and Setup Guide for Server

Fujitsu Enterprise Postgres Installation and Setup Guide for
Client

Installation and Setup Guide for Client

Fujitsu Enterprise Postgres Installation and Setup Guide for
Server Assistant

Installation and Setup Guide for Server
Assistant

Fujitsu Enterprise Postgres Operation Guide

Operation Guide

Fujitsu Enterprise Postgres Cluster Operation Guide
(Database Multiplexing)

Cluster Operation Guide (Database
Multiplexing)

Fujitsu Enterprise Postgres Cluster Operation Guide
(PRIMECLUSTER)

Cluster Operation Guide (PRIMECLUSTER)

Fujitsu Enterprise Postgres Security Operation Guide

Security Operation Guide

Fujitsu Enterprise Postgres Application Development Guide

Application Development Guide

Fujitsu Enterprise Postgres Connection Manager User's Guide

Connection Manager User's Guide

Fujitsu Enterprise Postgres Reference

Reference

Fujitsu Enterprise Postgres Java APl Reference

Java APl Reference

Fujitsu Enterprise Postgres Npgsqgl API Reference

Npgsql API Reference

Fujitsu Enterprise Postgres Glossary

Glossary

Fujitsu Enterprise Postgres Messages

Messages

PostgreSQL <x>Documentation (*1)

PostgreSQL Documentation

*1. <x> indicates the version of PostgreSQL that Fujitsu Enterprise Postgres is based on. For the version, refer to
"PostgreSQL Version Used for Fujitsu Enterprise Postgres" in the "Installation and Setup Guide for Server".

1.2 System of Manuals and How to Use the Manuals

This section describes the system of manuals for Fujitsu Enterprise Postgres.

1.2.1 System of Manuals

Fujitsu Enterprise Postgres manuals

The table below shows the manuals on Fujitsu Enterprise Postgres.



Use/Purpose Manual title Content When to read
Deciding whether to Release Notes Overview of When learning about features
upgrade the product. upgraded featuresand | upgraded from earlier

incompatibility versions and incompatibility
information. information.

Acquiring an overview of
the product and the basic
information required for
work and operation.

General
Description

Description of all
available functions
associated with each
intended purpose or
use, and screenshots
of operations.

When learning basic
information and restrictions
that system engineers and
operators must know to
actually operate the product.

Installing and setting up
Fujitsu Enterprise
Postgres correctly to
enable its use.

Installation and
Setup Guide for
Server

Procedure for
installing and setting
up Fujitsu Enterprise
Postgres.

When installing and setting
up Fujitsu Enterprise
Postgres.

Installing the Fujitsu
Enterprise Postgres client
function correctly to
enable its use.

Installation and
Setup Guide for
Client

Installing the Fujitsu
Enterprise Postgres
client function.

When installing the Fujitsu
Enterprise Postgres client
function.

Installing and setting up
the Fujitsu Enterprise
Postgres Server Assistant.

Installation and
Setup Guide for
Server Assistant

Procedure for
installing and setting
up the Fujitsu
Enterprise Postgres
Server Assistant.

When installing and setting
up the Fujitsu Enterprise
Postgres Server Assistant.

Operating and managing
Fujitsu Enterprise
Postgres.

Operation Guide

Description of the
tasks required in
Fujitsu Enterprise
Postgres management
and operation.

When learning how to
operate and manage the
databases.

Performing switchover
using database
multiplexing mode.

Cluster Operation
Guide (Database
Multiplexing)

Description of the
tasks required for
database
multiplexing
operation.

When using database
multiplexing mode to create
operating environment for
switchover and perform it.

Performing failover using
PRIMECLUSTER.

Cluster Operation
Guide
(PRIMECLUSTE
R)

Description of how to
set up failover and
perform operations
using
PRIMECLUSTER.

When performing failover
using PRIMECLUSTER.

Performing security
operation.

Security
Operation Guide

Description of the
tasks required for
security operations.

When using security features
and performing security
operation in Fujitsu
Enterprise Postgres.

Applications using the
interface provided by
Fujitsu Enterprise
Postgres.

Application
Development
Guide

Procedure for
creating an
application using
embedded SQL,
JDBC driver, ODBC
driver,and .NET Data
Provider.

When developing an
application using the
interface provided by Fujitsu
Enterprise Postgres.

Performing high
availability system using

Connection
Manager User's
Guide

Description of the
features, setup, and

When using Connection
Manager features by Fujitsu
Enterprise Postgres.




from Fujitsu Enterprise
Postgres and taking
measures for them.

message and
description of any
measures to be taken
for it.

Use/Purpose Manual title Content When to read
the Connection Manager usage of Connection
feature. Manager.
Usage of Fujitsu Reference Description of the When learning Fujitsu
Enterprise Postgres Fujitsu Enterprise Enterprise Postgres
commands. Postgres commands command functions, options,
expanded on from and examples of use.
PostgreSQL.
Learning the syntax of the | Java API Description of the When learning the syntax of
JDBC API. Reference syntax of the JDBC the JDBC API.
API.
Learning the syntax of the | Npgsql API Description of the When learning the syntax of
Npgsql API. Reference syntax of the Npgsqgl | the Npgsqgl API.
API.
Learning the meaning of | Glossary Description of the When checking the meaning
the terms of Fujitsu terms used in the of terms used in the Fujitsu
Enterprise Postgres. Fujitsu Enterprise Enterprise Postgres manuals.
Postgres manuals.
Referring to messages Messages Description of each When finding out the specific

measures for dealing with
messages from Fujitsu
Enterprise Postgres.

PostgreSQL manual

The table below shows the manual on PostgreSQL-compatible features.

Use/Purpose

Manual title

Content

When to read

Learning about
PostgreSQL features.

PostgreSQL
Documentation

Official PostgreSQL
documentation.

Explains all features
officially supported
by the relevant
version of
PostgreSQL.

When learning how to use
PostgreSQL.

1.2.2 Documentation Road Map

This section provides a documentation roadmap, broken down by user role.

Database administrator

The database administrator is a user who performs Fujitsu Enterprise Postgres installation and setup, and who operates and

monitors the database.

Refer to the manuals in the table below, according to purpose:

Purpose

Manual name

Required reading

information

To learn about upgraded
features and incompatibility

Release Notes




Purpose

Manual name

To read an overview of the
software

General Description

To perform installation and
setup

Installation and Setup Guide
for Server

Cluster Operation Guide
(Database Multiplexing)

Cluster Operation Guide
(PRIMECLUSTER)

Connection Manager User's
Guide

To install the Server Assistant

Installation and Setup Guide
for Server Assistant

To operate and monitor

Operation Guide

Security Operation Guide

Cluster Operation Guide
(Database Multiplexing)

Cluster Operation Guide
(PRIMECLUSTER)

Reference

Using Connection Manager
features

Connection Manager User's
Guide

Reference

Messages

Glossary

Refer to as required

To learn about PostgreSQL
features

PostgreSQL Documentation

Application developer

The application developer is a user who defines the database and develops applications.

Refer to the manuals in the table below, according to purpose:

Purpose

Manual name

Required reading

To learn about upgraded
features and incompatibility
information

Release Notes

To read an overview of the
software

General Description

To perform installation and
setup

Installation and Setup Guide
for Client

To define a database

Operation Guide

To develop applications

Application Development
Guide

Java API Reference

Npgsql API Reference

Using Connection Manager
features

Connection Manager User's
Guide




Purpose Manual name
Reference Messages
Glossary
Refer to as required To learn about PostgreSQL PostgreSQL Documentation
features

1.3 Notational Conventions in the Manuals

Manual titles and product names in the manual are abbreviated.

This section explains the notational conventions for abbreviations and platform-specific information in the manuals.

1.3.1 Platform-specific Information

Even manuals whose title has a platform name contains content common to all the platforms supported by Fujitsu Enterprise
Postgres. In such cases, the platform-specific information is marked as shown below. Refer to only the necessary information.

Linux
Indicates content concerning Linux.
Windows(R)

Indicates content concerning Windows(R).

1.3.2 Abbreviation of Product Names

The following table lists abbreviations of the names of products related to Fujitsu Enterprise Postgres as they appear in the
manuals.

Formal name Abbreviation
Oracle Solaris 10 and Solaris
Oracle Solaris 11
Red Hat(R) Enterprise Linux(R) 7, Linux

Red Hat(R) Enterprise Linux(R) 8,
Red Hat(R) Enterprise Linux(R) 9,
SUSE Linux Enterprise Server 12 and
SUSE Linux Enterprise Server 15

Red Hat(R) Enterprise Linux(R) 7 RHEL7

Red Hat(R) Enterprise Linux(R) 8 RHELS

Red Hat(R) Enterprise Linux(R) 9 RHEL9

SUSE Linux Enterprise Server 12 SLES 12

SUSE Linux Enterprise Server 15 SLES 15
Windows(R) 10 Home, Windows(R) 10

Windows(R) 10 Education,
Windows(R) 10 Pro and
Windows(R) 10 Enterprise

Windows(R) 11 Home, Windows(R) 11
Windows(R) 11 Education,
Windows(R) 11 Pro and

Windows(R) 11 Enterprise




Formal name

Abbreviation

Microsoft(R) Windows Server(R) 2016 Datacenter,
Microsoft(R) Windows Server(R) 2016 Standard and
Microsoft(R) Windows Server(R) 2016 Essentials

Windows Server(R) 2016

Microsoft(R) Windows Server(R) 2019 Datacenter,
Microsoft(R) Windows Server(R) 2019 Standard and
Microsoft(R) Windows Server(R) 2019 Essentials

Windows Server(R) 2019

Microsoft(R) Windows Server(R) 2022 Datacenter,
Microsoft(R) Windows Server(R) 2022 Standard and
Microsoft(R) Windows Server(R) 2022 Essentials

Windows Server(R) 2022

Windows(R) 10 Home, Windows(R)
Windows(R) 10 Education,

Windows(R) 10 Pro,

Windows(R) 10 Enterprise,

Windows(R) 11 Home,

Windows(R) 11 Education,

Windows(R) 11 Pro,

Windows(R) 11 Enterprise,

Microsoft(R) Windows Server(R) 2016 Datacenter,

Microsoft(R) Windows Server(R) 2016 Standard,

Microsoft(R) Windows Server(R) 2016 Essentials,

Microsoft(R) Windows Server(R) 2019 Datacenter,

Microsoft(R) Windows Server(R) 2019 Standard,

Microsoft(R) Windows Server(R) 2019 Essentials,

Microsoft(R) Windows Server(R) 2022 Datacenter,

Microsoft(R) Windows Server(R) 2022 Standard and

Microsoft(R) Windows Server(R) 2022 Essentials

Microsoft(R) Edge Edge
Java Naming and Directory Interface JNDI
Java(TM) 2 SDK, Standard Edition, JDK
Java(TM) 2 Platform, Enterprise Edition,

Java(TM) Platform, Standard Edition and

Java(TM) Development Kit

Java(TM) 2 Runtime Environment, Standard Edition and JRE
Java(TM) Runtime Environment

Microsoft(R) Visual Basic(R) for Applications VBA
Microsoft(R) Visual Basic Visual Basic

Microsoft(R) Visual Basic.NET

Visual Basic.NET

Microsoft(R) Visual Studio

Visual Studio

Microsoft(R) Visual Studio.NET

Visual Studio.NET

Microsoft .NET Framework

.NET Framework or.NET

Interstage Application Server Enterprise Edition,
Interstage Application Server Standard-J Edition and
Interstage Web Server

Interstage Application Server

Fujitsu Enterprise Postgres Advanced Edition (64bit)

AE or Fujitsu Enterprise
Postgres Advanced Edition

Fujitsu Enterprise Postgres Standard Edition (64bit)

SE or Fujitsu Enterprise
Postgres Standard Edition

Remarks: The symbols (R) and (TM) may be omitted in this manual.




1.3.3 Fujitsu Enterprise Postgres Conventions

The naming conventions for the Fujitsu Enterprise Postgres product names and functions used in the Fujitsu Enterprise
Postgres manuals are shown below.

1.3.3.1 Server

The names used in the manuals in explanations regarding Fujitsu Enterprise Postgres functions are shown below.

Product name Name used in manuals

Fujitsu Enterprise Postgres Advanced Edition (64bit) and | 64-bit product
Fujitsu Enterprise Postgres Standard Edition (64bit)

1.3.3.2 Client
The names used in the manuals in explanations regarding Fujitsu Enterprise Postgres client functions are shown below.
Product name Name used in manuals
Fujitsu Enterprise Postgres Client (64bit) 64-bit product
m Fujitsu Enterprise Postgres Client (32bit) m 32-bit product

1.3.4 Symbol Convention

The symbols shown below are used in the manuals.

Symbol Meaning

[1 These symbols indicate characters displayed in a window or
dialog box or keyboard keys.

Examples: [Setting] dialogue box, [File] menu, [Item name],
[OK] button, [Enter] key.

1.4 Notes about Manuals

This section contains notes about the Fujitsu Enterprise Postgres operating environments and manuals.

- Images in figures

The Fujitsu Enterprise Postgres manuals contain figures showing printouts for Fujitsu Enterprise Postgres to provide the
reader an idea of what the printouts look like, but since the figures are only examples, they are incomplete.

- Explanatory examples

Most of the examples of databases in the Fujitsu Enterprise Postgres manuals are modeled after inventory control
databases of retail stores. The design and contents of the databases in the examples are fictitious and do not represent any
real database.

- UNIX release version number

This system conforms to UNIX System V Rel4.2MP.



IChapter 2 Trademarks

- Internet Information Services, Microsoft, MS, MS-DOS, Windows, Windows Server, Visual Basic, Visual Studio and
Microsoft NET Framework are registered trademarks or trademarks of Microsoft Corporation in the U.S. and/or other
countries.

- Oracle and Java are registered trademarks of Oracle Corporation and its subsidiaries and affiliated companies in the U.S.
and other countries. Product and company names mentioned in this manual are the trademarks or registered trademarks
of their respective owners.

- Linux(R) is a registered trademark of Linus Torvalds in the U.S. and other countries.

- Red Hat, RPM, and all Red Hat-based trademarks and logos are registered trademarks or trademarks of Red Hat, Inc. in
the U.S. and other countries.

- SUSE and the SUSE logo are registered trademarks of SUSE LLC in the United States and other countries.
- UNIX is a registered trademark of Open Group in the U.S. and other countries.

- Interstage, Systemwalker, PRIMECLUSTER, and Fujitsu Enterprise Postgres are trademarks or registered trademarks
of Fujitsu Limited.

Other product and company names mentioned in this manual are the trademarks or registered trademarks of their respective
owners.
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Preface

Purpose of this document

This document explains Fujitsu Enterprise Postgres terminology.

Intended readers

This document is aimed at all users of Fujitsu Enterprise Postgres.

Export restrictions

Exportation/release of this document may require necessary procedures in accordance with the regulations of your resident country and/or
US export control laws.

Issue date and version

Edition 3.0: January 2024

Edition 2.0: Cctober 2023

Edition 1.1: June 2023

Edition 1.0: April 2023
Copyright

Copyright 2015-2024 Fujitsu Limited
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Glossary

Arbitration command

A user exit (user command) called when an abnormality is detected using operating system/server heartbeat monitoring in database
multiplexing mode.

Arbitration server

A dedicated server on which the Server Assistant program is installed.

Archive log

Contains the history of updates made to the database, and is used during recovery.

Backup data storage destination

The directory that stores the backup data.

Client command

A command that is executed from the client machine and used. Also known as a client application.

Confidentiality group

An object that indicates which confidentiality level roles in confidentiality group can acdess.

Confidentiality group role

The targets of GRANT and REVOKE statements executed internally by the confidentiality management feature.

Confidentiality level

A group of data with the same degree of confidentiality.

Confidentiality object

A collection of data classified by confidentiality level, representing an object in the database.

Confidentiality privilege

The privileges indicate how a confidentiality group can access confidentiality objects registered at a certain confidentiality level.

Confidentiality management role

A role that manages confidentiality matrices.

Confidentiality Management

A feature that supports database users in setting appropriate privileges for each database resource.

Confidentiality matrix

A matrix of confidentiality levels and confidentiality groups.

Connection Manager
The replication operation to continue without knowing where the application is connected.

The Connection Manager feature improves the availability.

Data storage destination

The directory that stores the database clusters.



Database cluster

The database storage area on the database storage disk. Database clusters are a collection of databases managed by an instance.

Data masking

A feature that can change the returned data for queries generated by applications, to prevent exposing actual data.

Database multiplexing

Mechanism in which a database is made redundant on multiple servers, by transferring transaction logs (WAL ) via the network to enable
application jobs to be continued.

Database superuser

A user defined in the database with access privileges for all database objects.

Encoding

Indicates the character set.

Fencing

A process that isolates a database server with an unstable status from the cluster system in database multiplexing mode. This process
is implemented as a fencing command.

Fencing command

A user exit (user command) that implements fencing in database multiplexing mode.

Global Meta Cache

The Global Meta Cache feature cache the informations about system catalogs information (catalog meta cache) in shared memory. The
catalog meta cache on shared memory is called the Global Meta Cache (GMC).

Instance

A series of server processes for managing database clusters.

Instance administrator

The OS user account that owns the database cluster files and operates the database server processes.

Instance name

Indicates the instance name.

Key management system

A system that manages data encryption keys when using the transparent data encryption feature.

Local Meta Cache Limit
The ability to limit the size by removing the Local Meta Cache that has not been accessed for a long time.

Local Meta Cache is a meta cache (system catalog and table definition information) held in local memory.

Masking policy

A method of changing data under specific conditions when it is returned for a query from an application. You can configure masking
target, masking type, masking condition and masking format.

Mirrored transaction log

The log that mirrors the transaction log at the backup data storage destination.



Mirroring Controller arbitration process

A process that performs arbitration and fencing on the arbitration server.

Mirroring Controller monitoring process

A process that performs heartbeat monitoring of the Mirroring Controller process. If the Mirroring Controller process returns no
response or is down, the Mirroring Controller monitoring process is restarted automatically.

Mirroring Controller process

A process that performs operating system/server and process heartbeat monitoring and disk abnormality monitoring between database
servers. Additionally, the process issues arbitration requests to the arbitration server and executes arbitration commands.

Pgpool-Il connection pooling
The connection pooling feature of Pgpool-11 supported by Fujitsu Enterprise Postgres.

This feature maintains the connection established with the database server and reuses that connection each time a new connection with
the same properties (user name, database, and protocol version) arrives. By reducing the connection overhead for the database server,
throughput of the whole system is improved.

Pgpool-II failover
The automatic failover feature of Pgpool-11 supported by Fujitsu Enterprise Postgres.

If any of the database servers crashes or can no longer be reached, this feature disconnects the server and continues operation on the
remaining servers. The streaming replication feature of PostgreSQL is combined with Pgpool-I1 to achieve a high-availability system.

Pgpool-Il load balancing
The load balancing feature of Pgpool-I1 supported by Fujitsu Enterprise Postgres.

This feature distributes reference queries to multiple database servers, improving throughput of the whole system. The database
multiplexing feature or PostgreSQL streaming replication feature is combined with Pgpool-11 to reduce the load on the database server.

Pgpool-II server

A server for using the failover, connection pooling, and load balancing features of Pgpool-II. It is a dedicated server that has a server
program installed for using these features.

Primary server

The server that processes the main database jobs during multiplexed database operation.

Server Assistant

A feature that objectively determines the status of database servers as a third party, and if necessary, isolates affected databases if the
database servers are unable to accurately ascertain their mutual statuses in database multiplexing mode, such as due to a network error
between database servers, or server instability.

Server Assistant program

A program to be installed on the arbitration server.

Server command

A command used on the database server. Also known as a server application.

Standby server

A server that generates a replicated database synchronized with the primary server, and that can run as an alternative server in case the
primary server fails during multiplexed database operation.



State transition command

A user exit (user command) called when Mirroring Controller performs a state transition of a database server in database multiplexing
mode. State transition commands include the post-switch command, pre-detach command, and post-attach command.

Transaction log
Contains the history of updates made to the database by transactions. Also known as the WAL (Write-Ahead Log).

Transaction log storage destination

The directory that stores the transaction log.

VCI (Vertical Clustered Index)

An index with columnar data structure suitable for aggregation.

WAL (Write-Ahead Log)

Has the same meaning as 'transaction log'.

WebAdmin program

A GUI-based program installed on a database server or a dedicated WebAdmin server, used to manage database instances.

WebAdmin server

By using the WebAdmin program on a different server to the database server, instances on multiple database servers can be managed
from a dedicated WebAdmin server on which the WebAdmin program is installed.
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Preface

Purpose of this document
This document explains the Fujitsu Enterprise Postgres concepts to those who are to operate databases using it.

This document explains the features of Fujitsu Enterprise Postgres.

Intended readers
This document is intended for people who are:
- Considering installing Fujitsu Enterprise Postgres

- Using Fujitsu Enterprise Postgres for the first time

Wanting to learn about the concept of Fujitsu Enterprise Postgres
- Wanting to see a functional overview of Fujitsu Enterprise Postgres

Readers of this document are also assumed to have general knowledge of:

Computers
- Jobs
- Linux

- Windows(R)

Structure of this document
This document is structured as follows:
Chapter 1 Fujitsu Enterprise Postgres Basics

Explains the features of Fujitsu Enterprise Postgres.

Appendix A List of Features
Lists the main features provided by Fujitsu Enterprise Postgres.
Appendix B OSS Supported by Fujitsu Enterprise Postgres
Explains the OSS supported by Fujitsu Enterprise Postgres.
Appendix C Features that can be Used on Servers Other than the Database Server

Explains features that can be used on servers other than the database server.

Export restrictions

Exportation/release of this document may require necessary procedures in accordance with the regulations of your resident
country and/or US export control laws.

Issue date and version

Edition 3.1: March 2024

Edition 3.0: January 2024

Edition 2.0: Cctober 2023

Edition 1.1: June 2023

Edition 1.0: April 2023
Copyright

Copyright 2015-2024 Fujitsu Limited
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|Chapter 1 Fujitsu Enterprise Postgres Basics

Fujitsu Enterprise Postgres maintains the operating methods, interfaces for application development and SQL compatibility
of PostgreSQL, while providing expanded features for enhanced reliability and operability.

This chapter explains the functionality extended by Fujitsu Enterprise Postgres.

Refer to "Appendix A List of Features™ for feature differences between editions.

Additionally, Fujitsu Enterprise Postgres supports various open source software (OSS). Refer to "Appendix B OSS
Supported by Fujitsu Enterprise Postgres" for information on OSS supported by Fujitsu Enterprise Postgres.

Fujitsu Enterprise Postgres has the following features:

Flexible database recovery

Not only does Fujitsu Enterprise Postgres recover data to its most recent form when a failure occurs, which is essential
for databases, but it can also recover to any point in time. Additionally, backup/recovery can be performed using any copy
technology.

Simple GUI-based installation and operation management
Fujitsu Enterprise Postgres uses GUI to simplify cumbersome database operations, and allows databases to be used
intuitively.

High reliability by using database multiplexing
Database multiplexing protects important data and enables highly reliable database operation.

High reliability by using the failover feature integrated with the cluster software
Fujitsu Enterprise Postgres links with PRIMECLUSTER, thereby allowing highly reliable systems to be achieved by
using failover.

Seamless migration from Oracle databases
Fujitsu Enterprise Postgres provides a compatibility feature with Oracle databases that localizes the correction of existing
applications and allows easy migration to Fujitsu Enterprise Postgres.

Storage Data Protection using Transparent Data Encryption
Information can be protected from data theft by encrypting data to be stored in the database.

Setting password operation policy with profile
You can enforce password restrictions by assigning password authentication policies called profiles to database users.
This makes it possible to improve the security of password management.

Data masking for improved security
The data masking feature changes the returned data for queries from applications, to prevent exposing actual data. This
improves security for handling confidential data such as personal information.

Audit logs for improved security
Audit logs can be used to counter security threats such as unauthorized access and misuse of privileges for the database.



- Management of access control by confidentiality management
Confidentiality management feature supports the design/management of access privileges and optimizes access control,
thereby enhancing security.

- Enhanced query plan stability
The following features can control SQL statement query plans:

- Optimizer hints
- Locked statistics

These features are used for curbing performance deterioration caused by changes in SQL statement query plans, such as
with mission-critical jobs that emphasize performance stability over improved SQL statement processing performance.

- Increased aggregation performance using the in-memory feature
The following features help speed up scans even when aggregating many rows.

- Vertical Clustered Index (VCI)

- In-memory data

- High-speed data load
Data from files can be loaded at high speed into Fujitsu Enterprise Postgres tables using the high-speed data load feature.

- High availability by using Connection Manager
With the Connection Manager features, replication operation can be continued without being aware of the connection
destination of the applications.

- Memory usage reduction using Global Meta Cache
The Global Meta Cache feature loads some of meta cahe information in shared memory. This reduces overall system
memory usage.

- Memory usage reduction using Local Meta Cache Limit
Reduce memory consumption by limiting the metacache that is kept in local memory.

1.1 Flexible Database Recovery

Threats such as data corruption due to disk failure and incorrect operations are unavoidable in systems that use databases. The
ability to reliably recover corrupted databases without extensive damage to users when such problems occur is an essential
requirement in database systems.

Fujitsu Enterprise Postgres provides the following recovery features that flexibly respond to this requirement:
- Media recovery, which recovers up to the most recent point in time
- Point-in-time recovery, which can recover up to a specific point in time

- Backup/recovery that can integrate with various copy technologies

Media recovery, which recovers up to the most recent point in time
When a disk failure occurs, media recovery can recover data to how it was immediately before the failure.

In order to recover the database, Fujitsu Enterprise Postgres accumulates a history of database update operations, such as data
additions and deletions, as an update log.



Fujitsu Enterprise Postgres retains a duplicate (mirror image) of the update log after backup execution on the data storage
destination and on the backup data storage destination. Therefore, the data on one disk can be used to recover to the most
recent state of the database even if a disk failure has occurred on the other.

Media recovery is executed using either a GUI tool provided with Fujitsu Enterprise Postgres (WebAdmin) or server
commands.

ﬂ| Information
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Recovery using WebAdmin requires less time and effort, since WebAdmin automatically determines the scope of the
operation.
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Point-in-time recovery, which can recover up to a specific point in time

Point-in-time recovery can be used to recover a database that has been updated by an incorrect operation, for example, by
specifying any date and time before the incorrect operation.

Point-in-time recovery is executed using Fujitsu Enterprise Postgres server commands.
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Backup/recovery that can integrate with various copy technologies

It is possible to back up to the backup data storage destination, or to any backup destination using any copy technology
implemented by user exits.



For example, by using the high-speed copy feature of the storage device, the processing time for backup of large databases
can be greatly reduced.

2 See
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Refer to "Backup/Recovery Using the Copy Command" in the Operation Guide for information on backup/recovery using
user exits.
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1.2 Simple GUI-Based Installation and Operation
Management

Fujitsu Enterprise Postgres provides WebAdmin, which is a GUI tool for a range of tasks, from database installation to
operation management. This allows the databases to be used simply and intuitively.

WebAdmin can be used for Fujitsu Enterprise Postgres setup, creating and monitoring a streaming replication cluster,
database backups, and for recovery. Depending on the configuration, WebAdmin can be used to manage Fujitsu Enterprise
Postgres instances in a single server, or instances spread across multiple servers.

- Setup

To perform setup using WebAdmin, you must create an instance. An instance is a set of server processes that manage a
database cluster (database storage area on the data storage destination disk). Instances can be created easily and with only
minimal required input, because the tool automatically determines the optimal settings for operation.

- Database backup/recovery
Database backup and recovery can be performed using simple GUI operations.

In particular, Fujitsu Enterprise Postgres can automatically identify and isolate the location of errors. This simplifies the
recovery process and enables faster recovery.

In addition, Fujitsu Enterprise Postgres provides the following expanded features in pgAdmin:
- NCHAR type
- Expanded trigger definition
- REPLACE feature

- Function call feature

1.3 High Reliability with Database Multiplexing

Itis vital for systems that use databases to protect data from damage or loss caused by a range of factors such as hardware and
software errors. Database multiplexing protects important data and enables highly reliable database operation.
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Fujitsu Enterprise Postgres not only mirrors a database using the PostgreSQL streaming replication feature, but also provides
simplified switchover and standby disconnection features as well as a feature to detect faults in elements that are essential for
the continuity of database process, disk, network, and other database operations.

Even if a switchover is performed, the client automatically distinguishes between the primary and standby servers, so
applications can be connected transparently regardless of the physical server.

The Mirroring Controller option enables the primary server (the database server used for the main jobs) to be switched
automatically to the standby server if an error occurs in the former.

In addition, by using the data on the standby server, reference jobs such as data analysis and form output can be performed
in parallel to the jobs on the primary server.

Operation using the arbitration server

Mirroring Controller may not be able to correctly determine the status of the other server if there is a network issue between
database servers or a server is in an unstable state. As a result, both servers will temporarily operate as primary servers, so
it may be possible to perform updates from either server.

The Server Assistant is a feature that objectively checks the status of database servers as a third party and isolates (fences)
unstable servers in such cases.

In database multiplexing mode, the Server Assistant is made available by adding a new server (arbitration server) on which
the Server Assistant is installed. Using an arbitration server can prevent the issue mentioned above (both servers temporarily
operating as primary servers) and enables highly reliable operation.
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2 See

Refer to "Database Multiplexing Mode" in the Cluster Operation Guide (Database Multiplexing) for information on the
database multiplexing.

1.4 High Reliability Using Failover Integrated with the
Cluster Software

If the system stops, services are interrupted until recovery is complete. In large-scale systems, the interruption takes longer,
and may cause significant disruption for many people receiving the services.

In Fujitsu Enterprise Postgres, the failover feature integrated with the cluster software can minimize the system stoppage time
when an issue occurs.

Medical accounting system

Some hospitals with a large number of patients manage and operate the various data required for accounting in a database.
If this accounting system stops and takes several minutes to recover, it is expected that this will have a significant impact.

But if failover is applied to this kind of system and an issue occurs on the operating server, it is quickly switched and the
standby server takes over operation, so that services are provided without interruption.

The example below illustrates a medical accounting system using failover.
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Refer to the Cluster Operation Guide (PRIMECLUSTER) for information on the failover feature integrated with the cluster
software.

1.5 Seamless Migration from Oracle Databases

Fujitsu Enterprise Postgres supports Orafce, to provide compatibility with Oracle databases.

Using the compatibility feature reduces the cost of correcting existing applications and results in easy database migration.

E?‘_‘J See

Refer to "Compatibility with Oracle Databases" in the Application Development Guide for information on compatible
features.

1.6 Storage Data Protection Using Transparent Data
Encryption

The encryption of data to be stored in a database is essential under the following encryption requirements of PCI DSS
(Payment Card Industry Data Security Standard), the data security standard of the credit industry:

- Confidential information (such as credit card numbers) can be encrypted.
- The encryption key and data are managed as separate entities.
- The encryption key is replaced at regular intervals.

To satisfy these requirements, Fujitsu Enterprise Postgres provides a transparent data encryption feature. Note that
PostgreSQL uses an encryption feature called pgcrypto, which can also be used in Fujitsu Enterprise Postgres, but requires
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applications to be modified. Therefore, we recommend using Fujitsu Enterprise Postgres's transparent data encryption
feature.

The transparent data encryption feature also allows you to choose an external key management system as the storage location
for your encryption keys.

W4, See

Refer to "Protecting Storage Data Using Transparent Data Encryption™ or "Using Transparent Data Encryption with Key
Management Systems as Keystores" in the Operation Guide for information about transparent data encryption.

Refer to "Protecting Storage Data Using Transparent Data Encryption™ in the Operation Guide for information about
transparent data encryption.

1.7 Setting Password Operation Policy with Profile

Fujitsu Enterprise Postgres can refuse connection to the database server or force a password change if the database user's
password status deviates from a predefined policy. Restrictions on password authentication are enabled by assigning database
users information that sets policies for password authentication, called profiles.

The following restrictions can be applied to the operation of passwords:

Set a password life time

Lock accounts that have failed to log in continuously

Restrict password reuse

Set a grace period after the password life time until the database can no longer be operated.
- Ifthe accountis locked due to repeated login failures, set the period during which the lock will be automatically unlocked.

This makes it possible to operate passwords in accordance with security policies.

W4, See

Refer to "Policy-based Password Management" in the Operation Guide for details.



1.8 Data Masking for Improved Security

Fujitsu Enterprise Postgres provides a data masking feature that protects data to maintain security of data handled in systems.

The data masking feature changes the returned data for queries from applications and makes it available for reference without
exposing the actual data.

For example, for a query of employee data, digits except the last four digits of an eight-digit employee number can be changed
to "*" so that it can be used for reference.

Also, the data changed by the data masking feature can be transferred to a test database so that users who perform testing or
development can reference the data. As production data should not be used in a test or development environment because of
the risk of data leakage, this feature enables data that is similar to actual production data to be safely used in those
environments.

( broductéon envEronmenf\‘_- Test database
. databas :
Employee number Employee number
0123-4567 Transfer the =5 4567
0123-4568 masked data w5 568
— —
) .l 7
The original data is not T
changed
Instance administrator User 1 User 2
Perform data masking Reference the masked data
(confidential data is not included)

25 See

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

Refer to "Data Masking" in the Operation Guide for information on data masking.
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1.9 Security Enhancement Using Audit Logs

Details relating to database access can be retrieved in audit logs. The audit log feature can be used to counter security threats
such as unauthorized access to the database and misuse of privileges.

In PostgreSQL, logs output as server logs can be used as audit logs by using the log output feature. There are, however, logs
that cannot be analyzed properly, such as SQL runtime logs, which do not output the schema name. Additionally, because the
output conditions cannot be specified in detail, log volumes can be large, which may lead to deterioration in performance.

The audit log feature of Fujitsu Enterprise Postgres enables retrieval of details relating to database access as an audit log by
extending the feature to pgaudit. Additionally, audit logs can be output to a dedicated log file or server log. This enables
efficient and accurate log monitoring.

Qn Note

This feature can only be used in Advanced Edition.



2 See
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Refer to "Audit Log Feature" in the Security Operation Guide for details.
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1.10 Management of Access Control by Confidentiality
Management

The confidentiality management feature supports the realization of access control according to the confidentiality level of
data. We also support the work of confirming that operations are being performed according to access control.

4}1 Note

This feature can only be used in Advanced Edition.

Access control

Access to sensitive data must be restricted in order to comply with the laws and rules governing data protection regulations.
However, designing the access control is not easy in databases with diverse data and users performing diverse tasks. This is
because for every combination of all database object and all role that can access the data, you must decide whether to allow
access and define it in the database.

Inour real world, we don't do that. For example, in a business group data with the same confidentiality level, and group several
roles accessing to that data. After that, it makes more sense to consider whether access should be granted for combinations
of group of data and group of roles. Because once data is added, deciding which group it belongs to naturally determines who
can access it. When adding a role, it is enough to think about which role's group (called a confidentiality group) to add it to.
The confidentiality management feature supports such a natural design.

Also, data belonging to a high level of confidentiality may need to be protected against unauthorized access to physical media
and files, as well as access from users who can log into the database. The confidentiality management feature can force the
encryption of tables belonging to high confidentiality levels. Similarly, you can force roles that belong to a confidentiality
group to have attributes less than or equal to those set for the confidentiality group. Such table encryption and role
management can also be designed naturally with this feature.

Inspection of operation

In order to comply with the laws and rules that define data protection regulations, it is necessary to ensure that the database
is operated safely as designed. If you are using the confidentiality management feature, you do not have to worry about such
things. However, if table or role definitions are changed without using this feature, it must be detected timely. The
confidentiality management feature does not prohibit or detect such acts. Instead, use audit logs to detect such changes, etc.

However, even if they detect it, they may forget to deal with it. In order to prevent this, it is necessary to periodically check
the differences between the confidentiality levels and confidentiality groups and the actual table and role definitions. At that
time, you can use theconfidentiality management feature provided to obtain the difference.

2, See

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

Refer to "Confidentiality Management™ in the Security Operation Guide for details.
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1.11 Enhanced Query Plan Stability

Fujitsu Enterprise Postgres estimates the cost of query plans based on SQL statements and database statistical information,
and selects the least expensive query plan. However, like other databases, Fujitsu Enterprise Postgres does not necessarily
select the most suitable query plan. For example, it may suddenly select unsuitable query plan due to changes in the data
conditions.

-10 -



In mission-critical systems, stable performance is more important than improved performance, and changes in query plans
case to be avoided. In this situation, the following features can stabilize query plans:

- Optimizer hints
You can use pg_hint_plan to specify a query plan in each individual SQL statement.
- Locked statistics

You can use pg_dbms_stats to lock statistical information per object, such as a database, schema, or table.

2, See
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Refer to "Optimizer Hints" in the Application Development Guide for information on optimizer hints.

Refer to "Locked Statistics™ in the Application Development Guide or information on locked statistics.

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

gn Note

Use the features provided when Fujitsu Enterprise Postgres is installed for optimizer hints and locked statistical information.
Fujitsu Enterprise Postgres does not support other similar open-source features.

1.12 Increased Aggregation Performance Using the In-
memory Feature

Fujitsu Enterprise Postgres provides the in-memory feature, which uses columnar index and memory-resident data. This
reduces disk 1/0s and enhances aggregation performance.

& Note

This feature can only be used in Advanced Edition.

Columnar index

Many aggregation processes may require a large portion of data in a particular column. However, traditional row data
structure reads unnecessary columns, resulting in inefficient use of memory and CPU cache, and slower processing. Fujitsu
Enterprise Postgres provides a type of columnar index, VCI (Vertical Clustered Index). This addresses the above issues, and
enhances aggregation performance.

VCI provides the following benefits:

- Minimizes impact on existing jobs, and can perform aggregation using job data in real time.

Provided as an index, so no application modification is required.

- Stores data also on the disk, so aggregation jobs can be quickly resumed using a VVCI even if a failure occurs (when an
instance is restarted).

- Ifthe amount of memory used by VVCI exceeds the set value, aggregation can still continue by using VVCI data on the disk.
It also provides the features below:

- Disk compression
Compresses VVCI data on the disk, minimizing required disk space. Even if disk access is required, read overhead is low.

- Parallel scan
Enhances aggregation performance by distributing aggregation processes to multiple CPU cores and then processing
them in parallel.

-11-



In-memory data

The following features keep VCI data in memory and minimize disk 1/0Os on each aggregation process.

- Preload feature
Ensures stable response times by loading VVCI data to memory before an application scans it after the instance is restarted.

- Stable buffer feature
Reduces disk 1/0s by suppressing VCI data eviction from memory by other job data.

Purposes of this feature

This feature has a data structure that can efficiently use the newly added resources, and aims to enhance the existing
aggregation processing in normal operations to be faster than parallel scan. It shares the same purpose of enhancing
aggregation performance with the parallel scan feature that is provided separately, but differs in that it speeds up nightly batch
processes by utilizing available resources.

VCI architecture

This section briefly explains VCI architecture as it contains basic terminology required, for example, when setting
parameters.

Update and aggregation operations to enable real time use of job data are described.

VCI has write buffer row-based WOS (Write Optimized Store) in addition to the columnar data structure ROS (Read
Optimized Store). Converting each update into a columnar index has a significant impact on the update process response
times. Therefore, data is synchronously reflected to the row-based WOS when updating. After a certain amount of data is
stored in WOS, the ROS control daemon asynchronously converts it to ROS. As above, the entire VVCI is synchronized with
the target table column, minimizing update overhead.

Update ROS
SAL cantrol
Update Convert
T T e o0 OL 0L 0a 05D —{asynchronous)——
=} J AL L St
Lo L \ oo s [T II,/I:I = ;
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The same scan results can be obtained without a VCI by using WOS in conjunction with ROS. More specifically, WOS is
converted to Local ROS in local memory for each aggregation process, and aggregated with ROS.
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Refer to "Installing and Operating the In-memory Feature" in the Operation Guide for information on installation and
operation of VCI.

Refer to "Scan Using a Vertical Clustered Index (VCI)" in the Application Development Guide for information on scan using
a VCI.
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1.13 High-Speed Data Load

High-speed data load executes COPY FROM commands using multiple parallel workers. Because conversion of data from
the external file to the appropriate internal format, table creation, and index creation are performed in parallel, it is possible
to load large volumes of data at high speed.

Qn Note

This feature is available only in the Advanced Edition.

Architecture of high-speed data load

High-speed data load is required for parameter setting and resource estimation, so a brief description of its architecture is
provided below.

Shared
memory Parallel
message worker

queue

Backend

file process E—
memory Parallel
message worker

queue

High-speed data load uses a single backend process collaborating with multiple parallel workers to perform data load in
parallel. Data is exchanged between the backend process and parallel workers via shared memory message queues. The
backend process distributes the loaded data of external files to multiple parallel workers. Each parallel worker then converts
the data loaded from the shared memory message queue into the appropriate internal format, and inserts it into the table. If
the table has indexes, their keys are extracted and inserted into the index page.

2, See
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Refer to "High-Speed Data Load" in the Operation Guide for details.
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1.14 High availability by using Connection Manager

The Connection Manager provides the following features. You can use these features to increase system availability.

Ln Note

This feature can only be used in Advanced Edition.

-13-



Heartbeat monitoring feature

Detects kernel panics between the server running the client and the server running the instance, physical server failures, and
inter-server network link downs, and notifies the client or instance. The client is notified as an error event through the SQL
connection, and the instance will be notified in the form of a force collection of SQL connections with clients that are out of
service.

Transparent connection support feature

When an application wants to connect to an instance of an attribute (Primary/Standby) configured with replication, it can do
so without knowing which server the instance is running on.

ﬂ Information

The available client drivers for Connection Manager are libpg (C language library), ECPG (embedded SQL in C), ECOBPG
(embedded SQL in COBOL), ODBC driver and JDBC driver.

2, See
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Refer to the Connection Manager User's Guide for details.
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1.15 Memory Usage Reduce with Meta cache Reduction and
Limit

When executing SQL, you must refer to the definition of the table or index you want to access. These definitions are cached

in the local memory of the backend process separately from the shared memory buffer of the database on shared_buffers

because they are referenced each time SQL is executed. The direct definition is a tuple of system catalogs. The cache for this

tuple is called "Catalog Cache". A structure that makes the definition easy to use is called a "Relations Cache". And in Fujitsu
Enterprise Postgres, these two are collectively called "Meta Cache".

The meta cache will be kept indefinitely for performance reasons. In a large database, a single backend process accesses a
large number of tables and so on, which results in a large meta-cache for the backend process. As a result, the sum of the local
memory of the backend process may exceed the realistic memory size.

On the other hand, the feature to reduce the meta cache for the entire instance by sharing the meta cache between backend
processes is the Global Meta Cache feature. The current Global Meta Cache feature only shares the catalog cache. Therefore,
the metacache in Global Meta Cache now refers to the catalog cache.

What you still cannot share using the current Global Meta Cache feature and need to keep in local memory is the information
(Meta cache header) and relation cache to access Global Meta Cache in shared memory. If you do not use the Global Meta
Cache feature, keep the catalog and relation caches in local memory. The meta cache held in local memory is called the "Local
Meta Cache". The feature to limit the size of a Local Meta Cache by removing it if it has not been accessed for a long time
is the Local Meta Cache limit feature.

The Global Meta Cache feature and the Local Meta Cache limit feature can be used together to provide the strictest control
over memory consumption. Of course, you can use only one or the other.

However, the Global Meta Cache feature has several percent overhead to access shared memory. The Local Meta Cache limit
feature also causes the overhead of reholding the metacache because it may discard the previously held metacache. Therefore,
consider using these features when your estimates do not allow for memory consumption.

1.15.1 Memory Usage Reduction Using Global Meta Cache

The Global Meta Cache feature cache the meta cache in shared memory. The meta cache on shared memory is called the
Global Meta Cache (GMC).

Without this feature, the meta cache was cached in per-process memory. Therefore, there was a problem increase in memory
usage in environments with large databases and large numbers of connections. The Global Meta Cache feature enables
sharing of meta caches on shared memory, thereby reducing overall system memory usage.

-14 -



gn Note

This feature is available only in the Advanced Edition.

Meta cache

Processing a query involves parsing the query, creating the plan, executing the plan, and so on. PostgreSQL process accesses
the system catalog to perform these steps. Once accessed, the system catalog tuples are cached in per-process memory. The
direct definition is one tuple of system catalogs. Each process performs faster query processing by searching the meta cache
instead of searching for the required tuples in the system catalog each time.

The meta cache usage increases in proportion to the number of tables and columns accessed. It is cached on a per-process

basis, so the system's overall meta cache usage increases in proportion to the number of connections.

Architecture of Global Meta Cache feature

Describes the architecture of the Global Meta Cache feature.

GMC OFF GMC ON
shared memary shared memory

shared buffer others shared_buffer others GMC area

Process 1 Process M Process 1 Pracess M
H BN E i H H N E §
Meta cache Meta cache  eeeemmmemnnnns : e eeeemenneeannnns :

Meta cache Meta cache
header header

When the GMC feature is on, the per-process meta cache is cached in the GMC area on shared memory. Reference to the
GMC area and process-specific work information is cached in the memory of each process. PostgreSQL process searches the
meta cache for each process and accesses the GMC based on the reference information. If there is no reference information
in the process's memory, it searches the GMC area. If the GMC area also does not have a corresponding meta cache, it
accesses the system catalog to create meta cache.

Also, sharing the meta cache does not cause any loss of data consistency. If the system catalog or table definition changes
while a transaction is running, the cache deletion or creation does not affect outside of the process running the transaction.
After the transaction commits, the GMC area cache is deleted or created. If other transactions are referencing the cache when
GMC is tried to be deleted, the deletion is deferred until there are no more references. After a commit, a new transaction sees
the new cache instead of the old one.

E%See

Global Meta Cache feature is disabled by default. Refer to "Global Meta Cache" in the Operation Guide for information how
to decide whether introduce it or not and usage.

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000
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1.15.2 Memory Usage Reduction Using Local Meta Cache Limit

Local Meta Cache Limit feature limits the size of a Local Meta Cache by removing it if it has not been accessed for a long
time.

Of the definitions that SQL accesses, the main factors that make the Local Meta Cache bloat are tables and indexes. In
addition, table column definitions are also maintained as a catalog cache.

For example, in a system where one long-lived connection is shared by various businesses, one connection (that is, backend
process) will access many tables. If there are 3,000 such connections, and each connection accesses a table of 50,000, the total
amount of memory consumed by the 3,000 backend processes may be a few terabytes.

In such a case, using this feature may reduce it to about several tens of gigabytes.

& Note

This feature is available only in the Advanced Edition.

Architecture of Local Meta Cache Limit feature

When this feature is enabled, the caching strategy is to keep the cache as long as possible within the specified upper limit. If
holding a new cache exceeds the limit, consider locality of reference and delete the cache from the one with the longest
unreferenced time.

However, because the cache used by active transactions cannot be deleted, if a transaction uses a large number of caches, the
cache may be held above the limit. In this case, delete the cache at the end of the transaction.

2 See

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

Local Meta Cache limit feature is disabled by default. Refer to "Local Meta Cache Limit" in the Operation Guide for
information how to decide whether introduce it or not and usage.

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

-16 -



Appendix A List of Features

The following table lists the main features provided by Fujitsu Enterprise Postgres.

Linux Windows
Category Feature
AE SE AE SE
Fujitsu-developed | WebAdmin
software (Rapid setup, One-click recovery) Y Y Y Y
technology
Improved Database multiplexing Y N Y N
rel"_i:)'tl)'_tm and Failover Y Y N N
avallabliity (integration with PRIMECLUSTER) ) | 1
Backup/recovery using user exits Y N Y N
Connection Manager Y N Y N
Application Embedded SQL integration
development Java integration
. . Y Y Y Y
ODBC integration
.NET Framework integration
Features compatible with
Oracle databases Y Y Y Y
Security Transparent data encryption Y Y Y Y
Transparent data encryption using a key v v N N
management system
Data masking Y Y Y
Audit log Y N Y
Confidentiality management Y N Y
Settl_ng password operation policy with v v N N
profile
Performance In-memory feature Y N Y N
High-speed data load Y N Y N
Global Meta Cache Y N Y N
Local Meta Cache Limit Y N Y N
Performance Optimizer hints Y Y Y Y
tuning Fixed statistical information Y Y Y Y

Y: Provided
N: Not provided
*1: Supported on RHEL only.
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Appendix B OSS Supported by Fujitsu Enterprise

Postgres
The OSS supported by Fujitsu Enterprise Postgres is listed below.
i Platform
OSS name version and Description Reference
level Linux | Windows
PostgreSQL 155 Y Y Database management PostgreSQL Documentation
system
orafce 3.25.1 Y Y Oracle-compatible SQL | "Compatibility with Oracle
features Databases" in the Application
Development Guide
Pgpool-II 444 Y N Failover, connection "Pgpool-11" in the Installation
pooling, load balancing, | and Setup Guide for Server
etc.
oracle_fdw 25.0 Y Y Connection to the "oracle_fdw" in the
Oracle database server | Installation and Setup Guide
for Server
pg_statsinfo 15.2 Y N Collection and "pg_statsinfo" in the
accumulation of Installation and Setup Guide
statistics for Server
pg_hint_plan 15.15.1 Y Y Tuning (statistics - "pg_hint_plan" in the
management, query Installation and Setup
tuning) Guide for Server
- "Optimizer Hints" in the
Application
Development Guide
pg_dbms_stats 14.0 Y Y - "pg_dbms_stats" in the
Installation and Setup
Guide for Server
- "Locked Statistics" in the
Application
Development Guide
pg_repack 1.4.8 Y N Table reorganization "pg_repack" in the
Installation and Setup Guide
for Server
pg_rman 1.3.14 Y N Backup and restore "pg_rman" in the Installation
management and Setup Guide for Server
pgBackRest 2.46 Y N "pgBackRest" in the
Installation and Setup Guide
for Server
pgAdmind 7.7 N Y Operation and Operation Guide
development GUI
pgBadger 12.0 Y N Log analysis "pgBadger" in the Installation
and Setup Guide for Server
pg_bigm 1.2 Y N Full-text search "pg_bigm" in the Installation
(multibyte) and Setup Guide for Server
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i Platform
OSS name version and Description Reference
level Linux | Windows

PostgreSQL 42.5.0 Y Y JDBC driver "JDBC Driver" in the

JDBC driver Application Development
Guide

psqlODBC 13.02.0000 Y Y ODBC driver "ODBC Driver" in the
Application Development
Guide

Npgsql 6.0.7 N Y .NET data provider ".NET Data Provider" in the
Application Development
Guide

PostGIS 3.4.2 L N Geographic information | PostGIS Build Instructions

(*1) system extension (*2)

Y: Supported

L: Limited support

N: Not supported

*1: 0SS is not included in the Fujitsu Enterprise Postgres program and does not provide a fix. Therefore, you should refer

to the PostGIS Build Instructions and download the required OSS.

The PostGIS Build Instructions will be updated once a version with new fixes is released by the community and verified
by Fujitsu. A revision of the PostGIS Build Instructions will be notified when the fix for server feature is provided. Build

according to the updated PostGIS Build Instructions to take advantage of the new modified version.

*2: Refer to the PostGIS Build Instructions to complete the build and setup. The PostGIS Build Instructions can be
obtained from the following site:

https://www.postgresql.fastware.com/knowledge-base/how-to/installing-postgis
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Appendix C Features that can be Used on Servers
Other than the Database Server

This chapter explains the configuration and operating environment of features to be installed and used on servers other than
the database server when used in conjunction with the Fujitsu Enterprise Postgres database server.

In this chapter, Fujitsu Enterprise Postgres programs are referred to as server programs.
Below are features to be installed and used on servers other than the database server:

- WebAdmin

- Server Assistant

- Pgpool-II (failover, connection pooling, and load balancing)

C.1 WebAdmin

If there is only one database server, WebAdmin is normally installed on the same server as the database (the WebAdmin
program can be installed at the same time as the server program).

If there are multiple database servers, database server instances can be managed collectively if a dedicated WebAdmin server
is used. In this case, the WebAdmin program is installed on the WebAdmin server, and the server program and WebAdmin
program are installed on the database server.

2 See

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

- Referto "1.2 Simple GUI-Based Installation and Operation Management" for information on WebAdmin.

- Refer to "Determining the Preferred WebAdmin Configuration” in the Installation and Setup Guide for Server for
information on the server configuration when using WebAdmin.

- Refer to "Required Operating System" in the Installation and Setup Guide for Server for information on the operating
environment of WebAdmin.

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

C.2 Server Assistant

To use the Server Assistant, the Server Assistant program is installed on a dedicated server (arbitration server).

25 See

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

- Refer to "Overview of Database Multiplexing Mode" in the Cluster Operation Guide (Database Multiplexing) for
information on the Server Assistant and the server configuration.

- Refer to "Required Operating System" in the Installation and Setup Guide for Server Assistant for information on the
operating environment of the Server Assistant.

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

C.3 Failover, Connection Pooling, and Load Balancing
Features of Pgpool-Il

Pgpool-I1 is software that is placed between the database server and database client to relay the connection.

Pgpool-I1 provides the failover, connection pooling, and load balancing features for use during streaming replication.
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Failover
In PostgreSQL, a database can be made redundant (building a high availability system) using synchronous streaming
replication.
If the database server of either the primary server or standby server fails or is no longer accessible when using synchronous
streaming replication, jobs will stop.

Failover monitors the status of each database and automatically disconnects the server when an error occurs. As a result, jobs
can continue uninterrupted on the remaining server.

User Application Pgpool-lI
server server Monitors the status of both the
E / E primary server and standby server
(} Disconnects Serve

Database server J Database server
(primary server) (standby server)
Stre_ami_ng ({3} Promotes to primary ServeD
( (1) Detects issue ) repllcatlon

Connection pooling

This feature maintains (pools) the connection established with the database server, and reuses that connection each time a new
connection with the same properties (user name, database, and protocol version) arrives.

Connection pooling reduces the connection overhead for the database server, improving throughput of the whole system.

The server is disconnected from the application,
however, the connection pooling feature of Pgpoal-ll
maintains the connection with the database server.

Application Pgpoal-ll
server server

® ' Maintains
Y Reiot | Rt CGHEED

== Disconnection

User

Referencef Reference
update

Streaming

replication Database server
(standby server)

Database server
(primary server)

Load balancing
This feature distributes reference queries to multiple database servers, improving throughput of the whole system.

By combining load balancing with the Fujitsu Enterprise Postgres database multiplexing feature or the PostgreSQL streaming
replication feature, load on the database server is reduced.
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+ Depending on the load on the primary server,
reference queries are allocated to the standby server.
+ The weight of allocation of reference queries can

SF / Application Pgpool-lI
- also be specified.

server server

User2
@
=/ C, Automatic
- allocation
User3
o
/‘ Ref Ref 1 Ref 1
k pdated k erence erence, erence
Update/
B Reference Reference
Usern Database Streaming

replication

multiplexing "

Database server
(standby server)

Database server
(standby server)

&—f Database server
(primary server)

*1: The arbitration server used during database multiplexing has been omitted from this document.

24 See

- Refer to "System configuration when using Pgpool-I1" in the Installation and Setup Guide for Server for information on
the server configuration when using Pgpool-II.

- Refer to "Required Operating System" in the Installation and Setup Guide for Server for information on the operating
environment of Pgpool-I1.
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IChapter 1 New Features and Improvements

This chapter explains Fujitsu Enterprise Postgres new features and improvements added in this version.

Table 1.1 New features and improvements

Version and Classification Feature Provided | Provided
level in AE in SE
15 SP2 0SS PostgreSQL Rebase Y N
OSS Updates Provided Y N
15 SP1 Security Policy-based Password Management Y Y
0SS PostgreSQL Rebase Y Y
15 Security Confidentiality Management Y N
Cloud-based Key Management Service Y Y
Integration
Auditing pgaudit Improvements Y N
0SS PostgreSQL Rebase Y Y
OSS Updates Provided Y Y
Platform enhancement Additional Operating System Support Y Y
for Server Feature
Additional Operating System Support Y N
for Client Feature
Additional Operating System Support Y N
for Server Assistant Feature
Application Add JDKs and JREs that can run JDBC Y Y
Development drivers
Miscellaneous Additonal the DT_RUNPATH Attribute Y Y
(LD_LIBRARY_PATH About Building Applications and Y Y
Improvements) .
Extensions

1.1 Features Added in 15 SP2

This section explains new features and improvements in Fujitsu Enterprise Postgres 15 SP2.

1.1.1 OSS

This section explains the new feature related to OSS:

- PostgreSQL Rebase
- OSS Updates Provided

1.1.1.1 PostgreSQL Rebase

The PostgreSQL version that Fujitsu Enterprise Postgres is based on is 15.5.

2 See
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Refer to "PostgreSQL Version Used for Fujitsu Enterprise Postgres" in the Installation and Setup Guide for Server for more information.
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1.1.1.2 OSS Updates Provided
The OSS provided by Fujitsu Enterprise Postgres has been updated.

2 See
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Refer to "OSS Supported by Fujitsu Enterprise Postgres" in the General Description for details.
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1.2 Features Added in 15 SP1

This section explains new features and improvements in Fujitsu Enterprise Postgres 15 SP1.

1.2.1 Security

This section explains the new features and improvements related to security:

- Policy-based Password Management

1.2.1.1 Policy-based Password Management

You can now perform policy-based password operation when using password authentication as client authentication when connecting to
a database.

2, See
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Refer to "Policy-based Password Management" in the Operation Guide for more information,
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1.2.2 OSS

This section explains the new feature related to OSS:

- PostgreSQL Rebase

1.2.2.1 PostgreSQL Rebase

The PostgreSQL version that Fujitsu Enterprise Postgres is based on is 15.4.

2, See
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Refer to "PostgreSQL Version Used for Fujitsu Enterprise Postgres™ in the Installation and Setup Guide for Server for more information.
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1.3 Features Added in 15

This section explains new features and improvements in Fujitsu Enterprise Postgres 15.

1.3.1 Security

This section explains the new features and improvements related to security:

- Confidentiality Management

- Cloud-based Key Management Service Integration



1.3.1.1 Confidentiality Management

The confidentiality management function is provided to assist in the design and operation of access control for databases. This reduces the
man-hours required to manage complicated access control.

2 See
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Refer to the Security Operation Guide for more information.
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1.3.1.2 Cloud-based Key Management Service Integration

Cloud-based key management service integration is now available. Plug-in mechanisms for calling system service communication adapters
in the cloud and data encryption key sharing are now supported.

2 See
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Refer to "Using Transparent Data Encryption with Key Management Systems as Keystores" in the Operation Guide for more information,
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1.3.2 Auditing

This section describes new features and improvements related to auditing.

- pgaudit Improvements

1.3.2.1 pgaudit Improvements

The audit_log_disconnections parameter has been added.

i, See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to Security Operations Guide for more information,
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1.3.3 OSS

This section explains the new feature related to OSS:

- PostgreSQL Rebase
- OSS Updates Provided

1.3.3.1 PostgreSQL Rebase

The PostgreSQL version that Fujitsu Enterprise Postgres is based on is 15.0.

2, See
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Refer to "PostgreSQL Version Used for Fujitsu Enterprise Postgres" in the Installation and Setup Guide for Server for more information.
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1.3.3.2 OSS Updates Provided
The OSS provided by Fujitsu Enterprise Postgres has been updated.

2, See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to "OSS Supported by Fujitsu Enterprise Postgres" in the General Description for details.
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1.3.4 Platform Enhancement

This section explains the new features related to platform enhancement:

- Additional operating system support for server
- Additional operating system support for client

- Additional operating system support for server assistant

1.3.4.1 Additional Operating System Support for Server Feature
The following additional operating system is supported:
- RHEL9

EL% See
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Refer to "Required Operating System" in the Installation and Setup Guide for Server for more information,
1.3.4.2 Additional Operating System Support for Client Feature
The following additional operating system is supported:
- RHEL9

2, See
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Refer to "Required Operating System" in the Installation and Setup Guide for Server for more information,
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1.3.4.3 Additional Operating System Support for Server Assistant Feature
The following additional operating system is supported:
- RHEL9

2, See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to "Required Operating System" in the Installation and Setup Guide for Server Assistant for more information,
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1.3.5 Application Development

This section describes new features related to application development.

- Addition of JDKs and JREs on which the JDBC Driver can Work

1.3.5.1 Addition of JDKs and JREs on which the JDBC Driver can Work
The following JDKs and JREs have been added to the list of supported JDKs and JREs.
- JDK 17 and JRE 17

25 See
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Refer to "Related Software" in the Installation Guide for Client for details,
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1.3.6 Miscellaneous (LD LIBRARY PATH Improvements)

Describes the LD_LIBRARY_PATH improvements.

- Additonal the DT_RUNPATH Attribute

- About Building Applications and Extensions

1.3.6.1 Additonal the DT_RUNPATH Attribute

Add DT_RUNPATH attribute to Fujitsu Enterprise Postgres programs.

This allows Fujitsu Enterprise Postgres programs to run without setting the environment variable LD_LIBRARY_PATH to the path to the
installation directory/lib for Fujitsu Enterprise Postgres features.

1.3.6.2 About Building Applications and Extensions
If you are building an application that makes use of the shared libraries shipped with Fujitsu Enterprise Postgres, or an extension module
for Fujitsu Enterprise Postgres, ensure that the DT_RUNPATH attribute of the program is set to the path to the directory that contains those
libraries.

This allows programs to run without setting the environment variable LD_LIBRARY_PATH to the path to the Fujitsu Enterprise Postgres
installation directory/lib.

2, See
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Refer to about setting the DT_RUNPATH attribute, see:
- "How to Build and Run an Application that Uses Shared Libraries" in the Application Development Guide

- "Build with PGXS" and "Build without PGXS" in "Setting Up and Removing OSS" in the Installation and Setup Guide for Server
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You can also continue to set the environment variable LD_LIBRARY_PATH to the path to the Fujitsu Enterprise Postgres installation
directory/lib, and run these programs without setting the DT_RUNPATH attribute.

2 See
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For notes on setting the environment variable LD_LIBRARY_PATH, refer to "When DT_RUNPATH cannot be set" in "How to Build and
Run an Application that Uses Shared Libraries" in the Application Development Guide.
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IChapter 2 Compatibility Information

This chapter explains incompatible items and actions required when migrating from an earlier version to Fujitsu Enterprise Postgres 15 SP2.
Check compatibility before migrating and take the appropriate action.

2.1 Installation/Setup Incompatibility

Pre-migration version

12
ltem SP1/ 14 15
95 ] 96 | 10 11 12 13 13 14 Sp1 15 sp1
SP1
How max_connections is calculated Y Y Y Y Y Y Y Y Y Y
How max_worker_processes is Y Y Y Y Y Y Y Y Y Y

calculated

Removing Operating System Support Y Y Y Y Y Y N N N N N
for Client Feature

Removing Operating System Support N N Y Y Y N N N N N N
for Client Feature

Removing Operating System Support N N Y Y Y N N N N N N
for Server Feature

Changing kernel parameter settings Y Y Y Y Y N N N N N N
when an instance is created with
WebAdmin

Removing Operating System Support Y Y Y Y N N N N N N N
for Client Feature

Removing Operating System Support Y Y Y Y N N N N N N N
for Server Feature

Changing the way OSS is set up Y Y Y Y

Modifying Pgpool-II Installation Y Y Y Y

Handling

Changing Core and Log File Paths Y Y Y Y N N N N N N N
when Instance is Created with

WebAdmin

Renaming WebAdmin Services Y Y Y Y N N N N N N N
Changing the features targeted for Y Y N N N N N N N N N

installation in a 64-bit environment

Changing the access permissions of the | Y Y N N N N N N N N N
Windows client installation folder

Changing the WebAdmin installation Y N N N N N N N N N N
method

Y: Incompatibility exists

N: Incompatibility does not exist

2.1.1 How max_connections is calculated




Incompatibility

In Fujitsu Enterprise Postgres 15 SP1 or later, Fujitsu Enterprise Postgres uses the following values from the value set for the
max_connections parameter:

Policy-based password management in a streaming replication environment : Number of direct downstream hot standby servers

Action method

If necessary add a value for the max_connections parameter.

2.1.2 How max_worker_processes is calculated

Incompatibility

In Fujitsu Enterprise Postgres 15 SP1 or later, Fujitsu Enterprise Postgres uses the following values from the value set for the
max_worker_processes parameter:

Default value to use : 1

Policy-based password management in a streaming replication environment with a hot standby server : 1

Action method

If necessary add a value for the max_worker_processes parameter.

2.1.3 Removing Operating System Support for Client Feature

Incompatibility
In FUJITSU Enterprise Postgres 13 SP1 or later, the following operating systems have been removed.
- Windows Server(R) 2012
- Windows Server(R) 2012 R2

Action method

None.

2.1.4 Removing Operating System Support for Client Feature

Incompatibility
In FUJITSU Enterprise Postgres 13 or later, the following operating systems have been removed.

- SLES 12 SP4 or earlier

Action method

None.

2.1.5 Removing Operating System Support for Server Feature

Incompatibility
In FUJITSU Enterprise Postgres 13 or later, the following operating systems have been removed.

- SLES 12 SP4 or earlier

Action method

None.



2.1.6 Changing kernel parameter settings when an instance is created with
WebAdmin

Incompatibility
For FUJITSU Enterprise Postgres 13 and later, changes kernel parameter settings for WebAdmin instance creation.

FUJITSU Enterprise Postgres 12 or earlier

Kernel Parameters Value Calculated Value
SHMMAX If currentValue < ((1800 + 270 * max_locks_per_transaction)
calculatedValue, configure the | * max_connections +
calculated value (1800 + 270 * max_locks_per_transaction)

* autovacuum_max_workers + (770 + 270 *
max_locks_per_transaction) *
max_prepared_transactions +
(shared_buffer) + (16 * 1024 * 1024)

+ ( 770 * 1024)) * 1.05

SHMALL Specify currentValue + (SHMMAX / PAGESIZE) + 1
calculatedValue
PAGESIZE = 4K

SEMMNI Specify currentValue + cei l ((max_connections +

calculatedValue autovacuum_max_workers + 4) / 16)
SEMMNS Specify currentValue + ceil((max_connections +

calculatedValue autovacuum_max_workers + 4) / 16) * 17

FUJITSU Enterprise Postgres 13 or later

Kernel Parameters Value Calculated Value
SHMMAX Do not change value -
SHMALL Do not change value -
SEMMNI Specify currentValue + - For instances of FUJITSU Enterprise Postgres 9.5
calculatedValue to 11:

ceil((max_connections +
autovacuum_max_workers +
max_worker_processes + 5) / 16)

- For Fujitsu Enterprise Postgres 12 and later
instances:

ceil((max_connections +
autovacuum_max_workers +
max_wal_senders +
max_worker_processes + 5) / 16)

SEMMNS Specify currentValue + - For instances of FUJITSU Enterprise Postgres 9.5
calculatedValue to 11:

ceil((max_connections +
autovacuum_max_workers +
max_worker_processes + 5) / 16) * 17

- For Fujitsu Enterprise Postgres 12 and later
instances:

ceil((max_connections +
autovacuum_max_workers +




Kernel Parameters Value Calculated Value

max_wal_senders +
max_worker_processes + 5) / 16) * 17

Action method

None.

2.1.7 Removing Operating System Support for Client Feature

Incompatibility
In FUJITSU Enterprise Postgres 12 or later, the following operating systems have been removed.
- Windows(R) 7
- Windows Server(R) 2008
- RHEL6

Also, the 32 bit Linux client can no longer be installed because RHEL 6 has been removed from the operating system.

Action method

None.

2.1.8 Removing Operating System Support for Server Feature

Incompatibility
In FUJITSU Enterprise Postgres 12 or later, the following operating systems have been removed.

- RHELG6

Action method

None.

2.1.9 Changing the Way OSS is Set Up

Incompatibility

FUJITSU Enterprise Postgres 12 or later do not place OSS extension modules in the executable directory. The OSS extension modules must
be placed in the executable directory when you set up OSS.

Refer to "Setting Up and Removing OSS" in the Installation and Setup Guide for Server for details.

Action method

None.

2.1.10 Modifying Pgpool-Il Installation Handling

Incompatibility

For FUJITSU Enterprise Postgres 12 or later, Pgpool-I1 is not automatically installed when you install the server. Therefore, if you want
to take advantage of Pgpool-I1, install it separately from the server installation.

The extension modules required for the database server are shipped with the server program. You should set up Pgpool-I1 on the database
server side, even if Pgpool-I1 is to be used on a different server than the database server.

Refer to "Setting Up and Removing OSS" in the Installation and Setup Guide for Server for details.



Action method
None.
2.1.11 Changing Core and Log File Paths when Instance is Created with
WebAdmin

Incompatibility
In FUJITSU Enterprise Postgres 12 or later, change the core and log file paths when creating an instance in WebAdmin.

FUJITSU Enterprise Postgres 11 or earlier
Log File Path: /var/tmp/fsep_versionl instanceAdminUser_instanceNamePortNumberilog
Core File Path: /var/tmp/fsep_versionl instanceAdminUser_instanceNamePortNumbericore

version. product version_edition_architecture

[Example]
Log File Path: /var/tmp/fsep_110_AE_64/naomi_myinst27599/log

Core File Path: /var/tmp/fsep_110_AE_64/naomi_myinst27599/core

FUJITSU Enterprise Postgres 12
Log File Path: /var/tmp/fsep_versionl instanceAdminUser_instanceNamePortNumberilog

Core File Path: /var/tmp/fsep_versionl instanceAdminUser_instanceNamePortNumbericore
version. product version_WA_architecture

[Example]
Log File Path: /var/tmp/fsep_120_ WA _64/naomi_myinst27599/core

Core File Path: /var/tmp/fsep_120_WA_64/naomi_myinst27599/log

Action method

None.

2.1.12 Renaming WebAdmin Services

Incompatibility
In FUJITSU Enterprise Postgres 12 or later, change the service name registered when you set up WebAdmin.

FUJITSU Enterprise Postgres 11 or earlier
fsep_xSPz_edition_64_WebAdmin_Portl
fsep_xSPz_edition 64 _\WebAdmin_Port2

FUJITSU Enterprise Postgres 12 or later
fsep_xSPz_WA_64_WebAdmin_Portl
fsep_xSPz_WA_64_WebAdmin_Port2

Action method

None.

2.1.13 Changing the Features Targeted for Installation in a 64-bit
Environment
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Incompatibility
32 bit Linux client can no longer be installed on RHEL7 in FUJITSU Enterprise Postgres 10 or later.
Note: 32 bit Linux client can install on RHELG6 in FUJITSU Enterprise Postgres 11 or earlier.

Action method

None.

2.1.14 Changing the Access Permissions of the Windows Client Installation
Folder

Incompatibility

When changed for install folder the Windows client from default, the access permissions of the installed files and folder changes to read
and execute.

The above changes apply to non-administrators.

This incompatibility occurs with all supported Windows client operating systems. Refer to "Required Operating System" in the Installation
and Setup Guide for Client for information on the operating environment.

Action method
This change was made simply to enhance security, therefore, no action is normally required.

However, if existing access permissions are required, this change can be reverted by running instal/Difsetup\revert_cacls.bat as an
administrator after installation.

2.1.15 Changing the WebAdmin Installation Method

Incompatibility

In FUJITSU Enterprise Postgres 9.6 or later, WebAdmin is not installed automatically during server installation. Therefore, install
WebAdmin separately.

Action method

None.

2.2 Application Migration Incompatibility

Pre-migration version

12
Item SP1/ 14 15
9596 10 [ 11 | 12 (13 [T 7f 14 [ 0 [ 15 O

SP1

Changing the OID of the Data Type
(NCHAR type) that Handles Y Y Y Y Y Y Y Y Y N N
National Characters

Changed the Specification Method
of the Application Connection Y Y Y Y Y Y Y Y Y N N
Switch Feature

Changes in ecpg/ecobpg Handling
of Zero-Length Unicode Identifiers
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Pre-migration version

12
ltem SP1/ 14 15
95 (96 | 10 | 11 | 12 | 13 |7 0f 14 | | 15 | o)

SP1

Changing the display result when
data masking is applied to NaN, Y Y Y Y Y Y Y N N N N
infinity, -infinity

Changing the Valid Range of
Identifiers Defined by the
DECLARE STATEMENT
statement

Changing Precompile Results Y Y Y Y Y Y Y N N N N

Changing the Trigger Replacement
Process

Change the "elif" Statement
Behavior in ecobpg

Changed to Error when Running an
Operator or Function that Returns Y Y Y Y N N N N N N N
non Data Types for Masking Type

Changing the method of specifying
the application connection switch Y Y N N N N N N N N N
feature

PostgreSQL compatibility of
embedded SQL applications in C Y Y N N N N N N N N N
and COBOL

Changing Vertical Clustered Index
(vClI)

Changing how to use the features
compatible with Oracle databases

Y: Incompatibility exists

N: Incompatibility does not exist

2.2.1 Changingthe OID of the Data Type (NCHAR type) that Handles National
Characters

Incompatible

In Fujitsu Enterprise Postgres 15, OIDs for national character data types (NCHAR types) have changed.

Action method

If you are using a national character data type (NCHAR type), recompile the application and run it with Fujistu Enterprise Postgres 15 or
later clients.

2.2.2 Changed the Specification Method of the Application Connection
Switch Feature

Incompatible

In Fujitsu Enterprise Postgres 15, the name of the "target server" specified by the application connection switch feature will be changed.
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Action method

For applications that specify a target server as the application connection switch feature, change the target server according to the table
below, recompile, and then execute using a client of Fujistu Enterprise Postgres 15 or later.

Table 2.1 Specified name of the target server.

Target of use Before modification After modification

Leverage .NET Data Provider TargetServerType TargetSessionAttributes

2.2.3 Changes in ecpg/ecobpg Handling of Zero-Length Unicode Identifiers

Incompatible

In Fujitsu Enterprise Postgres 15, if the SQL statement contains a zero-length Unicode identifier, Change precompilation to fail.

Action method

None.

2.2.4 Changing the display result when data masking is applied to NaN,
infinity, -infinity

Incompatibility
In FUJITSU Enterprise Postgres 14, the display result when data masking is applied to NaN, infinity, and -infinity will be changed.
FUJITSU Enterprise Postgres 13 SP1 or earlier
If the float type NaN, infinity, and -infinity are partially masking with (9,1,2), the following will be displayed.

NaN : 99
Infinity : 99
-Infinity : 99
FUJITSU Enterprise Postgres 14 or later
If the float type NaN, infinity, and -infinity are partially masking with (9,1,2), the following will be displayed.

NaN - NaN
Infinity : Infinity
-Infinity : -Infinity

Action method

If the application is analyzing the SQL masking output result, please consider the non-numeric output result and correct it.

2.2.5 Changing the Valid Range of Identifiers Defined by the DECLARE
STATEMENT statement

Incompatibility

In FUJITSU Enterprise Postgres 14 will change the valid range of identifiers defined by a DECLARE STATEMENT statement in ecpg/
ecobpg.

FUJITSU Enterprise Postgres 13 SP1 or earlier

The valid range is now per process.

FUJITSU Enterprise Postgres 14 or later

The valid range is now per file.
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Action method

None.

2.2.6 Changing Precompile Results

Incompatibility

In FUJITSU Enterprise Postgres 14 removed the ECPGdeclare/ECPGopen function. Therefore, results precompiled from earlier versions
of FUJITSU Enterprise Postgres will not be available in FUJITSU Enterprise Postgres 14.

Action method

Rebuild the application.

2.2.7 Changing the Trigger Replacement Process

Incompatibility
In FUJITSU Enterprise Postgres 14 will change restricted triggers to not be supported by replace operations (OR REPLACE).
FUJITSU Enterprise Postgres 13 SP1 or earlier
You can replace a constraint trigger.
[Example]

=# CREATE OR REPLACE CONSTRAINT TRIGGER my_constraint_trigger AFTER DELETE ON my_table
-# FOR EACH ROW
-# EXECUTE PROCEDURE funcA(Q);
CREATE TRIGGER
FUJITSU Enterprise Postgres 14 or later
It does not support replacing a constraint trigger.

[Example]

=# CREATE OR REPLACE CONSTRAINT TRIGGER my_constraint_trigger AFTER DELETE ON my_table
-# FOR EACH ROW

-# EXECUTE PROCEDURE funcA(Q);

ERROR: CREATE OR REPLACE CONSTRAINT TRIGGER is not supported

Action method

None.

2.2.8 Change the "elif" Statement Behavior in ecobpg

Incompatibility
The "elif" statement now works correctly with FUJITSU Enterprise Postgres 13.
FUJITSU Enterprise Postgres 12 or earlier

The decision of the "elif" statement is made whether or not the "ifdef/ifndef" condition is met.

[Example]

000000 EXEC SQL ifdef DEF1l END-EXEC.
000000 Operation (1).

000000 EXEC SQL elif DEF2 END-EXEC.
000000 Operation (2).

000000 EXEC SQL else END-EXEC.
000000 Operation (3).
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If "DEF1" and "DEF2" are true, both "Operation (1)" and "Operation (2)" are executed.
FUJITSU Enterprise Postgres 13 or later

If the condition "ifdef/ifndef" is met, the judgment of the "elif" statement is not enforced.

[Example]

000000 EXEC SQL ifdef DEF1 END-EXEC.
000000 Operation (1).

000000 EXEC SQL elif DEF2 END-EXEC.
000000 Operation (2).

000000 EXEC SQL else END-EXEC.
000000 Operation (3).

If "DEF1" and "DEF2" are true, only "Operation (1)" is executed.

Action method

Check your existing application and fix the elif statement to work correctly.

2.2.9 Changed to Error when Running an Operator or Function that Returns
non Data Types for Masking Type

Incompatibility
In FUJITSU Enterprise Postgres 12, changed to error when running an operator or function that returns non Data Types for Masking type.
FUJITSU Enterprise Postgres 11 or earlier
In the following cases, the operator or function in 3) may be executed without masking.
This is an incorrect result because the data containing the masking column is performed without masking.
1) Create a Masking policy. and
2) Execute a SELECT statement. and
3) Execute an operator or function in the SELECT statement of 2). and
4) The operator or function argument of 3) includes a subquery. and
5) The operator or function argument of 3) contains the column to be protected created in 1). and

6) The operator or function of 3) returns a type not listed in "Data Types for Masking™ in "Operation Guide".

FUJITSU Enterprise Postgres 12 or later
Operator or function results of 3) in the following error.

ERROR: The output data type is incompatible with the confidential policy.

HINT: Data type of the result value(s) produced by expression/function using confidential columns
is not supported by Data masking module. Consider removing confidential columns from such
expressions/functions.

This is correct because the operator or function returns a data type not listed in "Data Types for Masking" in "Operation Guide".

Action method

Do one of the following to ensure that the results are identical to those of FUJITSU Enterprise Postgres 11 and earlier:
1) Modify the Masking policy to prevent masking from being performed for the user executing the SQL.

2) Modify SQL to not use operators or functions that return types not listed in "Data Types for Masking" in "Operation Guide".

2.2.10 Changing the Method of Specifying the Application Connection
Switch Feature
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Incompatibility

The target server specified using the application connection switch feature is changed to the same name as that of PostgreSQL.

Action method

Use the FUJITSU Enterprise Postgres 10 or later client to execute applications that have the target server specified as the application

connection switch feature after changing the target server and specified value as listed below and recompiling.

Specified name of the target server

Usage target

Before correction

After correction

JDBC driver

No change

ODBC driver

TargetServer

target_session_attrs

.NET Data Provider

target_server

TargetServerType

Connection service file

target_server

target_session_attrs

Library (libpqg) for C

target_server

Environment variable

target_session_attrs

Environment variable

(PGXTARGETSERVER)

(PGXTARGETSERVER) (PGTARGETSESSIONATTRS)
Embedded SQL target_server target_session_attrs
psql Environment variable Environment variable

(PGTARGETSESSIONATTRS)

Specified value for the target server

Server JDBC driver .NET Data Provider Other driver

SEIEFon G Er Before After Before After
correction correction correction correction

Primary server No change primary master primary read-write
Standby server No change - slave - -
Priority givento | No change prefer_standby preferSlave prefer_standby prefer-read
a standby server
Any No change - any - any

2.2.11 PostgreSQL Compatibility of Embedded SQL Applications in C and
COBOL

Incompatibility
Embedded SQL applications in C and COBOL that were compiled with FUJITSU Enterprise Postgres 9.6 or earlier cannot be used in the
FUJITSU Enterprise Postgres 10 client.

Action method

Use the FUJITSU Enterprise Postgres 10 or later client to execute the applications only after recompiling them with the FUJITSU Enterprise
Postgres 10 or later client.

2.2.12 Changing Vertical Clustered Index (VCI)

Incompatibility

The functions below have been added to the functions for which VCI is not used.
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Type Function

Date/time functions age(timestamp)
current_date
current_timestamp
current_time
localtime

localtimestamp

Session information current_user

functions
current_role

Action method
To use VCI, specify the second argument when using the age function, and specify other functions as subqueries.
[Example]
Before: select age(column A), current_date from table

After: select age(column A, now()), (select current_date) from table

2.2.13 Changing how to Use the Features Compatible with Oracle Databases

Incompatibility

In FUJITSU Enterprise Postgres 9.6 or later, to use the features compatible with Oracle databases, create a new instance and execute the
following command for the "postgres" and "templatel" databases:

CREATE EXTENSION oracle_compatible

Action method

None.

2.3 Operation Migration Incompatibility

Pre-migration version

ltem 12 | 13 14 15
95196 | 10 | 11 | 12 [ 13 [ S| 0| 14 | oo | 15 | gpy

Deprecation of Some
Encryption Algorithms in Y Y Y Y Y Y Y Y Y Y Y Y

pgcrypto

Deprecation of Certificates
Signed Using SHA1

Abolition of Message
Numbers

Adding the key_name Column
to the View N N N N N N N N N Y N N
pgx_tde_master_key

Changing the Output of the
Status Mode of the cm_ctl N N N N Y Y Y Y N N N N
Command
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Item

Pre-migration version

9.5

9.6

10

11

12 13

12 13 SP1 | SP1

14

14
SP1

15

15
SP1

Rename column "master_pid"
in pgx_loader_state to
"leader_pid"

Y Y Y Y

Adding a Message to Output
when the Database Server
watchdog detects that the
Connection Manager is down

Change the Error Information
when the Connection Manager
re-executes SQL on the Failed
Connection

Changing the Value of the
Category Column in the
pg_settings view

Changing pgx_stat_lwlock of
the Statistics View

Changing the Behavior of
pgx_rcvall

Mirroring Controller no longer
retries to monitor database
processes when they are
detected as down

Changing the Name and
Parameter Name of the
Mirroring Controller Post-
Promote Command

Changing Mirroring
Controller User Command
Input Values

Changing the maximum
number of connections per
server

Changing the encryption
settings using the ALTER
TABLESPACE statement

Changing the default
configuration of the cluster
system using database
multiplexing

Changing the default operation
when mc_ctl command
options are omitted

Changing the connection
settings when Mirroring
Controller connects to an
instance
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Pre-migration version

ltem 12 | 13 14 15
9.5 | 9.6 10 11 12 13 sp1 | sp1 14 Sp1 15 SP1
Changing the status display of
the Mirroring Controller Y N N N N N N N N N N N
server

Changing the operation when
the
synchronous_standby _names
parameter is changed during
database multiplexing
operation

Changing masking policy
definition for unsupporteddata | Y N N N N N N N N N N N
types

Y: Incompatibility exists

N: Incompatibility does not exist

2.3.1 Deprecation of Some Encryption Algorithms in pgcrypto

Incompatibility

In Fujitsu Enterprise Postgres 15 SP2 and later, the PostgreSQL extension pgcrypto does not support the use of the encryption algorithm,
which has become a legacy algorithm in the OpenSSL3 family, by default.

The encryption algorithms that are no longer available by default are:
- BF
- CAST5
- DES-ECB
- DES-CBC
- MD4
- Whirlpool

Action method

If you use a legacy OpenSSL provider, create an OpenSSL configuration file and set the parameters in postgresgl.conf. Refer to "Settings
for Using Legacy OpenSSL Providers" in the Installation and Setup Guide for Server for information .

2.3.2 Deprecation of Certificates Signhed Using SHA1

Incompatibility

In Fujitsu Enterprise Postgres 15 SP2 and later, you cannot connect to a database server using a certificate signed using SHA1.

Action method

Resubmit the certificate used for certificate authentication with SHA2 or higher.

2.3.3 Abolition of Message Numbers

Incompatibility

In Fujitsu Enterprise Postgres 15, the message number output at the end of the message is abolished.
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Message numbers are output for messages output by Mirroring Controller.
For FUJITSU Enterprise Postgres 14 SP1 or earlier
The message number was printed at the end of the message.
[example]

3D000: 2017-07-10 19:41:05 JST[13899]: [1-1] user=fepuser,db=Fep,remote=127.0.0.1(51902)
app=[unknown] FATAL: database "fep'" does not exist (10571)

For Fujitsu Enterprise Postgres 15
No message number is output at the end of the message.
[example]

3D000: 2023-04-10 19:41:05 JST [13899]: [1-1] user = fepuser,db = fep,remote = 127.0.0.1(51902)
app = [unknown] FATAL: database "fep' does not exist

Action method

None.

2.3.4 Adding the key name Column to the View pgx tde master key

Incompatibility

In Fujitsu Enterprise Postgres 15, add a key_name column to the view pgx_tde_master_key.

Action method

None.

2.3.5 Changing the Output of the Status Mode of the cm_ctl Command

Incompatibility
Changes the display of the output of the status mode of the cm_ctl command.

(If it has been modified by the P number PH21029, and you have applied an urgent fix that includes it, FUJITSU Enterprise Postgres 14 will
work.)

When the cm_ctl command was executed in status mode, there was omission of the output of the header "pid" displayed in
"application_information™ which outputs the information of the application.

Correct the following in PH21029.

- Add "' to 'application_information' to output application information
Output "application_information:"

- Add the header "pid" output to "application_information"
Outputs "pid" whose header information is missing.

- Changes the number of digits in the numeric portion of connected_time
Change the display start position of the date and time connected to the conmgr process to correct the gap between the start position of
the header and the numeric part. (5 digits backward)

This fix causes the following incompatibilities when running the cm_ctl command in status mode:
- Add ":" to the display of "application_information™
- Display the header "pid" in "application_information"

- Change the output start position of the "connected_time" header of "application_information"
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- Change the start of the date and time output of "connected_time" in "application_information" to 5 digits later.

FUJITSU Enterprise Postgres 13 SP1 or earlier

application_information
addr port connected_time
10.xxx.X.xXx 99999 21655 2021-10-20 09:18:51

FUJITSU Enterprise Postgres 14

application_information:
addr port pid connected_time
10.XxXX.X.XX 99999 21655 2021-10-20 09:18:51

When analyzing the output of the cm_ctl command in status mode in a batch or shell script, it may not work correctly if the header is
referenced and the third is "connected_time".

For example, when identifying a row of data (numeric part), a string up to the header "addr", "port", and "connected_time" one row before
is searched for and identified.

Action method

If you are using a batch or shell script to parse the output of the cm_ctl command in status mode, modify it to take into account the number
of digits in the header and numeric part of the output.

2.3.6 Rename column "master pid" in pgx_loader_state to "leader pid"

Incompatibility

In FUJITSU Enterprise Postgres 14 renames column "master_pid" to "leader_pid" in the pgx_loade_state table.

Action method

None.

2.3.7 Adding a Message to Output when the Database Server watchdog
detects that the Connection Manager is down

Incompatibility

In FUJITSU Enterprise Postgres 12 SP1, when using the Connection Manager, if the database server watchdog detects that the Connection
Manager is down, it will output a message to the database server.

Incompatibilities may occur if:
1) The application server is using the Connection Manager. and
2) The database server is running the watchdog process. and

3) 1) Application server or Connection Manager goes down.

FUJITSU Enterprise Postgres 12 or earlier

If the database server watchdog detects that the Connection Manager is down, the following message is not output.

WARNING: watchdog: error in heartbeat connection (20331): hoSTt=XXX.XXX.XXX.XXX POFt=XXXXX
PEd=XXXXX

FUJITSU Enterprise Postgres 12 SP1

If the database server watchdog detects that the Connection Manager is down, the following message may be output.
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WARNING: watchdog: error in heartbeat connection (20331): hoSt=XXX.XXX.XXX.XXX POFrt=XXXXX
PEd=XXXXX

FUJITSU Enterprise Postgres 13 or later

If the database server watchdog detects that the Connection Manager is down, the following message is not output.

WARNING: watchdog: error in heartbeat connection (20331): hOST=XXX.XXX.XXX.XXX POrt=XXXXX
P Ed=XXXXX

Action method

If you are monitoring the database log for watchdog messages, change the monitoring setting to one that takes into account the possible
output of these messages.

2.3.8 Change the Error Information when the Connection Manager re-
executes SQL on the Failed Connection

Incompatibility

In FUJITSU Enterprise Postgres 12 SP1 allows an application using the Connection Manager to change the error information when
attempting to execute SQL again on a connection that the Connection Manager has determined to be in error due to a database error.

The changed error information is included in the error presented in "Errors when an Application Connection Switch Occurs and
Corresponding Actions” for each client driver in "Application Development Guide".

Incompatibilities may occur if the following conditions are met:

1) The application uses one of the following drivers. and

-libpq (C Library)

-ECPG (Embedded SQL in C)

2) You are using the Connection Manager. and

3) The database server to which the application in 1) was connected goes down. and

4) The Connection Manager notifies the application in 1) of an error when the database is down in 3). and

5) The application in 1) does not disconnect from the database server that is down, but executes SQL using the connection.

FUJITSU Enterprise Postgres 12 or earlier
The error information returned depends on the actual database server error condition.
FUJITSU Enterprise Postgres 12 SP1
The following error information is returned:
- For libpg (C Library): CONNECTION_BAD (PQstatus () return value)
- For ECPG (Embedded SQL in C): 57P02 (SQLSTATE return value)
FUJITSU Enterprise Postgres 13 or later

The error information returned depends on the actual database server error condition.

Action method
Consider that the above error may be returned during the SQL error determination process.

Also, if you encounter an error about switching application destinations as described in "Errors when an Application Connection Switch
Occurs and Corresponding Actions" for each client driver in "Application Development Guide", you should explicitly disconnect and
reconnect or rerun the application.
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2.3.9 Changing the Value of the Category Column in the pg_settings view

Incompatibility
For FUJITSU Enterprise Postgres 13, change the value of the category column in the pg_settings view.

FUJITSU Enterprise Postgres 12 or earlier

Original value wrong value
Preset Options Fujitsu Enterprise Postgres Parameters
Customized Options Preset Options
Developer Options Customized Options

This is an incorrect result because it is different from the original value.

FUJITSU Enterprise Postgres 13 or later

The correct value is the category column in the pg_settings view.

Action method

Replaces the category column in the pg_settings view with the values before migration, so that the results are the same as before migration.

2.3.10 Changing pgx_stat Iwlock of the Statistics View

Incompatibility

In FUJITSU Enterprise Postgres 13, change the wait event name displayed in the lwlock_name column of the statistics view
pgx_stat_lwlock.

Wait Event Name

FUJITSU Enterprise Postgres 12 or earlier FUJITSU Enterprise Postgres 13

clog (*1) XactBuffer
commit_timestamp (*1) CommitTSBuffer
subtrans (*1) SubtransBuffer
multixact_offset (*1) MultiXactOffsetBuffer
multixact_member (*1) MultiXactMemberBuffer
async (*1) NotifyBuffer

oldserxid (*1) SerialBuffer

wal_insert (*1) WAL Insert
buffer_content (*1) BufferContent

buffer_io (*1) BufferlO

replication_origin (*1)

ReplicationOriginState

replication_slot_io (*1)

ReplicationSlotlO

proc (*1)

LockFastPath

buffer_mapping (*1)

BufferMapping

lock_manager (*1)

LockManager

predicate_lock_manager (*1)

PredicateLockManager

parallel_hash_join (*3)

ParallelHashJoin

parallel_query_dsa (*2)

ParallelQueryDSA
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FUJITSU Enterprise Postgres 12 or earlier

FUJITSU Enterprise Postgres 13

session_dsa (*3)

PerSessionDSA

session_record_table (*3)

PerSessionRecordType

session_typmod_table (*3)

PerSessionRecordTypmod

shared_tuplestore (*3)

SharedTupleStore

tm (*2)

SharedTidBitmap

parallel_append (*3)

ParallelAppend

serializable_xact (*4)

PerXactPredicateL.ist

shared_mcxt (*4)

SharedMcxt

meta_cache_map (*4)

MetaCacheMap

global_metacache (*4)

GlobalCatcache

cached_buf_tranche_id (*4)

CachedBufTranche

*1) Events added in FUJITSU Enterprise Postgres 9.6.

)

*2) Events added in FUJITSU Enterprise Postgres 10.

*3) Events added in FUJITSU Enterprise Postgres 11.
)

*4) Events added in FUJITSU Enterprise Postgres 12.

Action method

None.

2.3.11 Changing the Behavior of pgx_rcvall

Incompatibility

FUJITSU Enterprise Postgres 12 or earlier

All archived WALSs are applied for recovery if the -e option of the pgx_rcvall command specifies a time in the future, or if the -n option

specifies a list appointment that does not exist.

FUJITSU Enterprise Postgres 13 or later

The pgx_rcvall command fails if the -e option of the pgx_rcvall command specifies a time in the future, or if the -n option specifies a

list appointment that does not exist.

Action method

Specify recovery objectives correctly, if necessary.

In FUJITSU Enterprise Postgres 13, change the pgx_rcvall command to fail if the -e option of the pgx_rcvall command specifies a future
time or if the -n option specifies a list appointment that does not exist.

2.3.12 Mirroring Controller no Longer Retries to Monitor Database

Processes when they are Detected as Down

Incompatibility

Action method

None.

For the FUJITSU Enterprise Postgres Mirroring Controller, change the heartbeat monitoring of the database process so that it does not retry
monitoring when it detects down.
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2.3.13 Changing the Name and Parameter Name of the Mirroring Controller
Post-Promote Command

Incompatibility

In the FUJITSU Enterprise Postgres 12 Mirroring Controller, change the name of the post-promote command, which is the state transition
command, and the parameter name in the server configuration file that specifies the post-promote command.

FUJITSU Enterprise Postgres 11 or earlier

- Command Name
post-promote command
- The parameter name in the server configuration file that specifies the post-promote command

post_promote_command
FUJITSU Enterprise Postgres 12 or later

- Command Name
post-switch command
- The parameter name in the server configuration file that specifies the post-promote command

post_switch_command

Action method

The post_promote_command parameter in the server configuration file continues to be available in FUJITSU Enterprise Postgres 12 or
later.If specified in the server configuration file, it acts as a post-switch command.You cannot specify the post_promote_command and
post_switch_command parameters at the same time.

2.3.14 Changing Mirroring Controller User Command Input Values

Incompatibility

Arguments (Fixed value: primarycenter) have been added to the following user commands:

Fencing command of the database server

- Arbitration command

Post-switch command

- Pre-detach command

Post-attach command

Action method

If you are checking the number of arguments in a user command, increase the number of arguments by one.

2.3.15 Changing the Maximum Number of Connections per Server

Incompatibility

The maximum number of connections per server is changed from 262,143 to 65,535.

Action method

None.
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2.3.16 Changing the Encryption Settings Using the ALTER TABLESPACE
Statement

Incompatibility

The ALTER TABLESPACE statement can be used to change the tablespace encryption settings if data is not stored in the tablespace.

Action method

None.

2.3.17 Changing the Default Configuration of the Cluster System Using
Database Multiplexing

Incompatibility

In FUJITSU Enterprise Postgres 10, a split brain will not occur if heartbeat monitoring using an admin network times out, so the default is
changed to a system configuration requiring an arbitration server acting as a third party.

FUJITSU Enterprise Postgres 9.6 or earlier
A cluster system comprises two database servers.
FUJITSU Enterprise Postgres 10 or later

By default, a cluster system comprises two database servers and an arbitration server.

Action method

If selecting the same system configuration as that in FUJITSU Enterprise Postgres 9.6 or earlier, set the parameters below in the server
configuration file to perform automatic degradation unconditionally when a heartbeat abnormality is detected during OS/server heartbeat
monitoring.

- Parameter: heartbeat_error_action

- Value: fallback

2.3.18 Changing the Default Operation when mc_ctl Command Options are
Omitted

Incompatibility
In FUJITSU Enterprise Postgres 10, the default operation when the mc_ctl command options below are omitted has been changed:
- The -f option during start mode
- The -w option during start mode
FUJITSU Enterprise Postgres 9.6 or earlier

- If the -f option is omitted, automatic switching and disconnection immediately after the startup of Mirroring Controller will not be
enabled.

- If the -w option is omitted, the system will not wait for operations to finish.
FUJITSU Enterprise Postgres 10 or later

- Even if the -f option is omitted, automatic switching and disconnection immediately after the startup of Mirroring Controller will
be enabled.

- Even if the -w option is omitted, the system will wait for operations to finish.
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Action method

If selecting the same operation as that in FUJITSU Enterprise Postgres 9.6 or earlier, take the action below when executing start mode of
the mc_ctl command.

- If the -f option is omitted, specify the -F option.

- If the -w option is omitted, specify the -W option.

2.3.19 Changing the Connection Settings when Mirroring Controller
Connects to an Instance

Incompatibility

In FUJITSU Enterprise Postgres 10, Mirroring Controller changes the connection setting below when connecting to an instance to detect
failure of each database element.

- Application name
FUJITSU Enterprise Postgres 9.6 or earlier
- The application name is an empty string.
FUJITSU Enterprise Postgres 10 or later

- The application name is 'mc_agent'.

Action method
There is no method for changing the application name.

Therefore, if there is an application that identifies a database connection session of Mirroring Controller with the application name being
an empty string, modify the process so that identification is performed using 'mc_agent'.

2.3.20 Changing the Status Display of the Mirroring Controller Server

Incompatibility

In FUJITSU Enterprise Postgres 10, the condition for displaying an abnormality for the process (WAL receive process) that receives
transaction logs has been changed in regard to the server status display performed in status mode of the mc_ctl command of Mirroring
Controller.

- Role of the applicable server (host_role): standby (standby)
- Display item: DBMS process status (db_proc_status)

- Display content: abnormal (abnormal process name)
The applicability for incompatibility is determined based on whether ‘wal_receiver' is included in the abnormality process name.

FUJITSU Enterprise Postgres 9.6 or earlier
Displays an abnormality when Mirroring Controller detects that the WAL send process has stopped.
FUJITSU Enterprise Postgres 10 or later

Displays an abnormality when Mirroring Controller detects that a streaming replication connection has not been established with the
primary server using the WAL receive process.

Action method

If there is an application that determines the WAL receive process status from the display content retrieved using status mode of the mc_ctl
command, modify as below to determine at the same level of accuracy as previously. However, this is not recommended due to
incompatibilities accompanying the improvement in accuracy.

- If 'wal_sender' is included in the abnormal process name displayed in the '‘abnormal’ db_proc_status item of the ‘primary' host_role, it
is determined that an abnormality has occurred in the WAL receive process.
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- If'wal_sender" is not included in the abnormal process name displayed in the ‘abnormal’ db_proc_status item of the 'primary' host_role,
it is determined that an abnormality has not occurred in the WAL receive process.

2.3.21 Changing the Operation when the synchronous_standby_names
Parameter is Changed during Database Multiplexing Operation

Incompatibility

In FUJITSU Enterprise Postgres 9.6 or earlier, Mirroring Controller periodically accesses the database to retrieve the
synchronous_standby_names parameter value using the SHOW command, and automatically recovers if changes are detected, in case the
user accidentally changes the synchronous_standby_names parameter in postgresqgl.conf during database multiplexing mode. However,
because this process uses the CPU of the database server for redundancy and SQL statements are executed with high frequency, these
processes are not executed by default in FUJITSU Enterprise Postgres 10.

FUJITSU Enterprise Postgres 9.6 or earlier
Mirroring Controller checks if the synchronous_standby _names parameter in postgresgl.conf has been mistakenly changed by the user.
FUJITSU Enterprise Postgres 10 or later

By default, Mirroring Controller does not check if the synchronous_standby_names parameter in postgresql.conf has been mistakenly
changed by the user.

Action method

If selecting the same operation as that in FUJITSU Enterprise Postgres 9.6 or earlier, set the parameter below in the server definition file.
- Parameter: check_synchronous_standby names_validation

- Value: 'on'

2.3.22 Changing Masking Policy Definition for Unsupported Data Types

Incompatibility

The data masking feature of FUJITSU Enterprise Postgres is updated so that an error occurs when a masking policy is defined for a column
of an unsupported data type (array type or timestamp with timezone type).

FUJITSU Enterprise Postgres 9.5

The definition of a masking policy for a column of array type or timestamp with timezone type ends normally, but an error occurs when
accessing a column of a table for which the policy is defined.

FUJITSU Enterprise Postgres 9.6 or later

An error occurs when defining a masking policy for a column of array type or timestamp with timezone type.

Action method

If a policy that was defined in FUJITSU Enterprise Postgres 9.5 includes masking of a column of an unsupported data type (array type or
timestamp with timezone type), perform one of the following in FUJITSU Enterprise Postgres 9.6 or later:

- Ignore the error if the masking policy contains columns of only these data types, or delete the policy with the
pgx_drop_confidential_policy system administration function.

- If the masking policy target contains columns of these data types and a supported data type, delete the problematic columns with the
pgx_alter_confidential_policy system function.

2.4 JDBC Driver Incompatibility
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Pre-migration version

12
Item SP1/ 14 15
9.5 9.6 10 11 12 13 13 14 SP1 15 Sp1
SP1
Changing the targetServerType Y Y Y Y Y N N N N N N

Value

Changing the Statement Cache Limit | Y N N N N N N N N N N
Setting Method

Y: Incompatibility exists

N: Incompatibility does not exist

2.4.1 Changing the targetServerType Value

Incompatibility
In FUJITSU Enterprise Postgres 13, the value of targetServerType specified in the connection string was changed. Therefore, the previously
used values are no longer available.

Action method

If you specified a value for targetServerType, change the value as follows:

Table 2.2 Specified values for the target server

FUJITSU Enterprise Postgres 12 or FUJITSU Enterprise
Server Selection Order earlier
Postgres 13
Primary Server master primary
Standby Server slave secondary
Prefer Standby Server preferSlave preferSecondary
Any any any

2.4.2 Changing the Statement Cache Limit Setting Method

Incompatibility
FUJITSU Enterprise Postgres 9.6 changes the way the statement cache cap is set.
FUJITSU Enterprise Postgres 9.5 or earlier
The maxStatements parameter of the connection string or the setMaxStatements method.
FUJITSU Enterprise Postgres 9.6 or later

Specified in the connection string or property by the preparedStatementCacheQueries and preparedStatementCacheSizeMiB
parameters.

Action method

None.

2.5 ODBC Driver Incompatibility
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Pre-migration version

ltem 12 ” 15
95 | 9.6 10 11 12 13 | SP1/13 | 14 15 | SP1
SP1
SP1
Cannot specify prefer-read for Y Y Y Y Y Y Y N N N N
target_session_attrs

Y: Incompatibility exists

N: Incompatibility does not exist

2.5.1 Cannot specify prefer-read for target session_attrs

Incompatibility

FUJITSU Enterprise Postgres 14 users will not see the "prefer-read" radio button in the "Target_Session_Attrs" item of the data source
option selection screen.

Action method

Select prefer-standby.

2.6 .NET Data Provider Incompatibility

Pre-migration version

12
Item
9.5 9.6 10 11 12 13 |SP1/1| 14 81:1 15 SlF?l
3 SP1
Changing the Specification Y Y Y Y Y Y Y Y Y N N

Method and Specified Values
for the Application Connection
Switch Feature

Changing the Behavior of the Y Y Y Y Y Y Y Y Y N N
Application Connection
Switch Feature

Behavior Change when Y Y Y Y Y Y Y Y Y N N
Multiple Host Information is
Specified in the Connection

String

Changing the Y Y Y Y Y N N N N N N
TargetServerType Value

Changing the Server Explorer Y Y N N N N N N N N N

View in Visual Studio
Integration with .NET Data
Provider

Y: Incompatibility exists

N: Incompatibility does not exist

2.6.1 Changing the Specification Method and Specified Values for the
Application Connection Switch Feature
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Incompatibility

In Fujitsu Enterprise Postgres 15, the name of the "target server" specified by the connection switching function will be changed from

"TargetServerType" to "TargetSessionAttributes”, and the specified value will also be changed.

Action method

If the target server is specified, change the target server and specified value as follows.

Table 2.3 How to specify the connection destination switching function of the application and the specified value

Fujitsu Enterprise FUJITSU FUJITSU FUJITSU Fujitsu Enterprise
Postgres version Enterprise Enterprise Enterprise Postgres 15
Postgres 9.6 or | Postgres 10/11/12 | Postgres 13/14
earlier

Keywords to specify | target_server TargetServerType TargetServerType TargetSessionAttributes
in the connection
string

Primary primary(*1) master(*1) primary(*1) read-write(*1)

Server primary(*2)

Standby - slave(*2) standby(*2) standby

Server -
Server read-only(*2)
selecti | Prefer - - - prefer-primary
on Primary
order | Server

Prefer prefer_standby preferSlave preferStandby prefer-standby

Standby

Server

Any - any any any

*1: A primary server whose default transaction mode is read-only are not selected.

*2: A primary server whose default transaction mode is read-only is also selected.

2.6.2 Changing the Behavior of the Application Connection Switch Feature

Incompatibility

In Fujitsu Enterprise Postgres 15, when only one Host keyword is specified in the connection string, if a target server other than Any is

specified, an exception will occur.

FUJITSU Enterprise Postgres 14 SP1 earlier

For example, if the connection string specifies "Host=host1, TargetServerType=primary"”, it will connect to hostl if hostl is the

appropriate connection target.

Fujitsu Enterprise Postgres 15

For example, if "Host=host1, TargetSessionAttributes=primary" is specified in the connection string, an exception will always occur

because the target server other than Any is specified for the specification of only one host information.

Action method

None.

2.6.3 Behavior Change when Multiple Host Information is Specified in the

Connection String
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Incompatibility

In Fujitsu Enterprise Postgres 15, when multiple hosts are specified in the connection string, even if one of them has an empty string
specified, if another connectable connection destination is specified, that connection destination will be connected. In the old version, if
there was even one host with an empty string, an exception would occur at that point.

FUJITSU Enterprise Postgres 14 SP1 earlier

For example, if "Host = host1," is specified in the connection string, an exception will always occur because the second host information

is an empty string.

Fujitsu Enterprise Postgres 15

For example, if the connection string specifies "Host = host1," and if host1 is reachable, it will connect to hostl without throwing an

exception.

Action method

None.

2.6.4 Changing the TargetServerType Value

Incompatibility

In FUJITSU Enterprise Postgres 13, the value of TargetServerType specified in the connection string was changed. Therefore, the
previously used values are no longer available.

Action method

If you specified a value for TargetServerType, change the value as follows:

Table 2.4 Specified values for the target server

Server Selection Order

FUJITSU Enterprise Postgres

FUJITSU Enterprise Postgres

FUJITSU Enterprise Postgres

9.6 or earlier 10/11/12 13
Primary Server primary master primary
Standby Server - slave standby
Prefer Standby Server prefer_standby preferSlave preferStandby
Any - any any

2.6.5 Changing the Server Explorer View in Visual Studio Integration
with .NET Data Provider

Incompatibility

FUJITSU Enterprise Postgres 10 or later, the following changes occur when you view database resources in Server Explorer.

Action method

None.

"Schema Name.Table Name" display under the Tables folder.
The Indexes folder is not displayed.

The Triggers folder does not displayed.

The Sequences folder is not displayed.

The Procedures folder does not displayed.
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2.7 C Library (libpq) Migration Incompatibility

Pre-migration version

12
Iltem
9.5 9.6 10 11 12 13 |SP1/1| 14 Sllfl 15 Slsl
3 SP1

Changing when "prefer-read" is
Specified for the Y Y Y Y Y Y Y N N N N
target_session_attrs Parameter

Y: Incompatibility exists

N: Incompatibility does not exist

2.7.1 Changing when "prefer-read" is Specified for the target_session_attrs
Parameter

Incompatibility

In FUJITSU Enterprise Postgres 14 changes the attach server priority if any of the following servers are specified simultaneously with
"prefer-read" as the target_session_attrs parameter:

- Primary server (default_transaction_read_only = ON)
- Standby server
FUJITSU Enterprise Postgres 13 SP1 or earlier

The primary server (default_transaction_read_only = ON) and standby servers have the same priority.

FUJITSU Enterprise Postgres 14 or later

Standby servers connect in preference to primary servers (default_transaction_read_only = ON).

Action method

None.

2.8 oracle fdw Incompatibility

Pre-migration version
12
Iltem SP1/ 14 15
95| 96 | 10 11 12 13 13 14 Sp1 15 sp1
SP1
Changing the Oracle Client Version N N Y Y N N N N N N N

Y: Incompatibility exists

N: Incompatibility does not exist

2.8.1 Changing the Oracle Client Version

Incompatibility

FUJITSU Enterprise Postgres 12 change the version of the Oracle client used to build oracle_fdw to 11.2.
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Action method
Use Oracle client version 11.2 or later.

Also,if a file named libclntsh.so.11.1 does not exist in OCI library, create a symbolic link named libcIntsh.so.11.1.

2.9 pgaudit Incompatibility

Pre-migration version

12
ltem SP1/ 14 15
95 | 96 | 10 | 11 | 12 | 13 |T 7| 14 || 15 | o)

SP1

Changing to Output Extra NEW
and OLD Values in the Audit Log
when the Trigger Function
Executes

Y: Incompatibility exists

N: Incompatibility does not exist

2.9.1 Changing to Output Extra NEW and OLD Values in the Audit Log when
the Trigger Function Executes

Incompatibility

In FUJITSU Enterprise Postgres 13, the trigger function additionally outputs NEW and OLD values to the audit log when the
pgaudit.log_parameter is set to on.

FUJITSU Enterprise Postgres 12 or earlier
The following (18) does not output the values of NEW, OLD.
[Example]

AUDIT: SESSION,WRITE,2020-09-03 07:07:39 UTC,
@O @ O

[local],9775,psql ,k5user,postgres,3/536, 1, 2, INSERT, ,

O OO @ 9 100Aa1LAE2)(A3)
TABLE,public.trig_audit, ,

(14) @5) ae)

"INSERT INTO trig_audit SELECT *"U", now(), user, OLD.*, NEW.*",

an
trig_audit AFTER ROW UPDATE 92027 trig_test trig_test public 0O f aaaa
a8

FUJITSU Enterprise Postgres 13 or later
NEW, OLD values are output.
[Example]

AUDIT: SESSION,WRITE,2020-09-03 07:07:39 UTC,

[local],9775,psql ,k5user,postgres,3/536,1,2, INSERT, ,TABLE,,public.
trig_audit,,

"INSERT INTO trig_audit SELECT "U", now(), user, OLD.*, NEW.*",
(bbb) (aaa) trig_audit AFTER ROW UPDATE 92027 trig_test trig_test
public 0 f aaaa
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Action method

If you are using an application that works by monitoring the string that the trigger function output to the audit log, modify the application
to work with the NEW and OLD values.

2.10 WebAdmin Incompatibility

Pre-migration version

12
Item
9.5 9.6 10 11 12 13 | SP1/a3 | 14 14 15 15
SP1 SP1
SP1
Cannot specify prefer-read Y Y Y Y Y Y Y N N N N
for target_session_attrs

Y: Incompatibility exists

N: Incompatibility does not exist

2.10.1 Cannot specify prefer-read for target session_attrs

Incompatibility

FUJITSU Enterprise Postgres 14 will no longer allow prefer-read to target_session_attrs as a connection method to an upstream server that
is specified when creating an instance of a standby server.

Action method

Specify prefer-standby.

2.11 Connection Manager Incompatibility

Pre-migration version
ltem 12
12 13 SP1/13 14 14 SP1 15 15 SP1
SP1
Behavior change when "read-write" is Y Y Y N N N N
specified for the target_session_attrs
parameter

Y: Incompatibility exists

N: Incompatibility does not exist

2.11.1 Behavior change when "read-write" is specified for the
target session_attrs parameter

Incompatibility
FUJITSU Enterprise Postgres 13 SP1 or earlier

May be connected to primary server (default_transaction_read_only = ON).

FUJITSU Enterprise Postgres 14 or later

It is not connected to the primary server (default_transaction_read_only = ON).
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Action method

For FUJITSU Enterprise Postgres 13 SP1 and earlier, specify "primary" for the target_session_attrs parameter.
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|Chapter 3 Program Updates

For program fix information, see "Program Updates".
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Preface
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IChapter 1 Program Updates

This version incorporates the following fixes:
- PostgreSQL 15
- PostgreSQL 15.1
- PostgreSQL 15.2
- PostgreSQL 15.3
- PostgreSQL 15.4
- PostgreSQL 15.5
2, See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to the PostgreSQL Global Development Group website for information on the updates implemented in the following rel eases:
[PostgreSQL 15]

https://ww. post gresql . org/ docs/ 15/ rel ease- 15. ht ni
[PostgreSQL 15.1]

https://ww. post gresql . org/ docs/ 15/ rel ease-15-1. ht m
[PostgreSQL 15.2]

https://ww. post gresql . org/ docs/ 15/ rel ease- 15-2. ht m
[PostgreSQL 15.3]

https://ww. post gresql . org/ docs/ 15/ rel ease- 15- 3. ht m
[PostgreSQL 15.4]

https://ww. post gresql . org/ docs/ 15/ rel ease- 15-4. ht m
[PostgreSQL 15.5]

https://ww. post gresql . org/ docs/ 15/ rel ease- 15-5. ht m

In addition, issues that occurred in previous versions are also fixed.
Refer to the following for details of the program fixesincluded in this version and level.

- Fujitsu Enterprise Postgres 15 SP2 Program Updates

- Fujitsu Enterprise Postgres 15 SP1 Program Updates

- Fujitsu Enterprise Postgres 15 Program Updates




Fujitsu Enterprise Postgres 15 SP2 Program Updates

P humber Update summary AE SE

PH17589 |The access permission of the directory specified in the v )
backup_destination parameter is set to incorrect value.

PH23241 [There is no particular issue because bug corrections in pg_hint_plan v _
1.5.0 and 1.5.1 apply to Fujitsu Enterprise Postgres.

PH23344 [This fix reflects fixes up to OpenSSL 3.0.12 in this product and does not v _
indicate any specific symptoms.

PH23363 [This fix reflects fixes up to pgAdmin4 v7.7 in this product and does not v _
indicate any specific symptoms.

PH23407 Provide pg_statsinfo 15.2 for Fujitsu Enterprise Postgres 15. Y -

PH23434 [There is no particular issue because bug corrections in PostgreSQL 15.5 v }
apply to Fujitsu Enterprise Postgres.

PH20174 pg_statsinfo may fail to gather the statistics about autovacuum. Y

PH23041 When you execute an EXPLAIN statement, the EXPLAIN statement may v )

cause an error or cause the database instance to go down.

PH23197 [When communication between Connection Manager and the DB server
is lost, the message reported by Connection Manager is output to the
standard error for applications connecting via Connection Manager, and Y -
the error message for SQL execution errors obtained by the
PQerrorMessage function may be an empty string.

PH23286 [When standby database monitor detects an error, the pre-detach
command specified by Server Configuration File for the Database
Servers is not executed. In addition, if Y -
shutdown_detached_synchronous_standby is set to on, the standby
server does not shutdown as expected.

PH23288 |After the Mirroring Controller detects an error, it may take 65 seaconds
until automactic switching starts.

PH23295 |If any disk in a primary server which is monitoring by Mirroring
Controller is unresponsive, switching will not occur.

PH23411 Provide pg_dbms_stats 14.0 for Fujitsu Enterprise Postgres 15. Y -

PH23246 |[There is no particular issue because bug corrections in Pgpool-II 4.4.1,
4.4.2,4.4.3 and 4.4.4 apply to Fujitsu Enterprise Postgres.




Fujitsu Enterprise Postgres 15 SP1 Program Updates

P humber Update summary AE SE

PH18842 |Using pgx_rcvall command, the instance might be recovered to an

unintended state. Y Y
PH19877 |When system catalog is updated on the primary server, the updated
data may not be reflected on the standby server. Y -
PH19883 |Executing a SQL statement with an integer host variable in the FOR
clause of bulk INSERT may result in an error. Y Y
PH19944 |If an instance goes down while executing the function
Y Y

pgx_set_master_key, the instance may fail to start or promote.

PH19948 |When the application that has connected to the server using

Transparent Connection Support Feature of Connection Manager tries to
execute SQL statements on the connection, it might become Y -
unresponsive because of waiting a response from the server.

PH19967 pg_hint_plan may not be able to control a query plan.

Y Y
PH20170 |After executing DROP DATABASE when Global Meta Cache feature is
enabled, database may become unresponsive. Y -
PH20287 |The Connection Manager conmgr process may leak memory or shut
down abnormally. Y -
PH20433 When system catalog is updated in the two-phase commit, the updated
data may not be referred from the following transaction. Y -
PH21927 Backups taken by pg_dump and pg_dumpall may not be restored if a
Y -

column type index (Vertical Clustered Index: VCI) is used.

PH21953 When the pgx_dmpall command is executed, an extra connection is
used. In addition, unnecessary error messages may be output to the Y Y
database log.

PH22068 |Using failover operation integrated with PRIMECLUSTER, the cluster
aplication state might be FAULT when the OS shuts down. Y Y

PH22729 [When monitoring the Mirroring Controller database process, it may be

determined that an error has occurred in a shorter period of time than Y -
the set value.
PH22743 Reflect changes in OpenSSL to this product. % %

PH22813 When defining a data type with pgAdmin4, if you try to define a
composite type that includes a national character string type, the

number of characters for the national character string type may not be Y Y
specified.
PH22849 Reflect changes in OpenSSL to this product. % %
PH22998 At the time of client authentication, statements including "connection v )
authorized:" may not be output to the audit log.
PH23013 In the "Cluster Operation Guide (Database Multiplexing)", the value to
be set in the synchronous_commit parameter was described as % %
"recommended".
PH23062 |When authenticating the client, the output contents of the statement
including "connection authorized:" in the audit log may be incorrect. M B
PH23068 [The audit log output during replication connection authentication may v

be incorrect.




P humber Update summary AE SE
PH23090 |[If you use the pg_upgrade command to upgrade an instance that
contains tablespaces encrypted by the transparent data encryption Y Y
function, it may end abnormally.
PH23112 Reflect bug fixes absorbed in PostgreSQL 15.1, 15.2, 15.3, and 15.4 to
Fujitsu Enterprise Postgres. Y Y
PH23128 |[In "JDBC Driver Incompatibility" in the "Release Notes", the
description of incompatibilities related to the statement cache feature Y Y
was omitted.
PH23183 Provides pgBackRest, a backup management tool. Y Y




Fujitsu Enterprise Postgres 15 Program Updates

P humber Update summary AE SE

PH16261 |When system catalog is updated on the primary server, the updated v v
data may not be reflected on the standby server.

PH18843 Executing a SQL statement with an integer host variable in the FOR
clause of bulk INSERT may result in an error. Y Y

PH19098 |If an instance goes down while executing the function v v
pgx_set_master_key, the instance may fail to start or promote.

PH19668 |When the application that has connected to the server using
Transparent Connection Support Feature of Connection Manager tries to
execute SQL statements on the connection, it might become Y Y
unresponsive because of waiting a response from the server.

PH19947 pg_hint_plan may not be able to control a query plan. Y Y

PH20434 |After executing DROP DATABASE when Global Meta Cache feature is v v
enabled, database may become unresponsive.

PH20625 |The Connection Manager conmgr process may leak memory or shut v v
down abnormally.

PH21161 When system catalog is updated in the two-phase commit, the updated

. . Y Y

data may not be referred from the following transaction.

PH21305 |When executing the mc_ctl status command, the status may become v v
unknown depending on the network and CPU conditions.

PH21560 |When the pgx_dmpall command is executed, an extra connection is
used. In addition, unnecessary error messages may be output to the Y Y
database log.

PH21759 |PRIMECLUSTER linkage cannot be started in an environment using a v v
login shell other than bash.

PH22445 |When executing SQL statement or VACUUM on a table with a GIN index,
the incorrect scan result may return or the server process may be abort. Y Y

PH22581 |When creating the table which inludes the column of national character
data type by using pgAdmin4, the data length of the column may be not Y Y
able to be specified.

PH22587 |When inserting or updating the column data of national character data
type by using pgAdmin4, the data which is unexpected length may be Y Y
inserted or updated.

PH22603 When using a key management system as a key store for transparent
data encryption, if the master encryption key is changed, it may fail to Y Y
apply WAL.

PH22649 [When updating the data type with national character data type by using v v
pgAdmin4, the column may be updated the unexpected length.

PH22741 When started in single-user mode, the postgres process may core dump v v

and terminate abnormally.
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Preface

Purpose of this document
The Fujitsu Enterprise Postgres database system extends the PostgreSQL features and runs on the Linux platform.

This document describes how to install and set up "Fujitsu Enterprise Postgres".

Intended readers
This document is intended for those who install and operate Fujitsu Enterprise Postgres.
Readers of this document are assumed to have general knowledge of:
- PostgreSQL
- SQL

- Linux

Structure of this document
This document is structured as follows:
Chapter 1 Overview of Installation
Describes the installation types and procedures
Chapter 2 Operating Environment

Describes the operating environment required to use Fujitsu Enterprise Postgres

Chapter 3 Installation

Describes how to perform a new installation of Fujitsu Enterprise Postgres

Chapter 4 Setup
Describes the setup to be performed after installation
Chapter 5 Uninstallation

Describes how to uninstall Fujitsu Enterprise Postgres

Appendix A Recommended WebAdmin Environments
Describes the recommended WebAdmin environment.
Appendix B Setting Up and Removing WebAdmin
Describes how to set up and remove WebAdmin
Appendix C WebAdmin Disallow User Inputs Containing Hazardous Characters
Describes characters that are not allowed in WebAdmin.
Appendix D Configuring Parameters
Describes Fujitsu Enterprise Postgres parameters.
Appendix E Estimating Database Disk Space Requirements
Describes how to estimate database disk space requirements
Appendix F Estimating Memory Requirements
Describes the formulas for estimating memory requirements
Appendix G Quantitative Limits

Describes the quantity range



Appendix H Configuring Kernel Parameters

Describes the settings for kernel parameters
Appendix | Determining the Preferred WebAdmin Configuration

Describes the two different configurations in which WebAdmin can be used and how to select the most suitable configuration
Appendix J System Configuration when using Pgpool-II

Describes the system configuration when using Pgpool-II.
Appendix K Supported contrib Modules and Extensions Provided by External Projects

Lists the PostgreSQL contrib modules and the extensions provided by external projects supported by Fujitsu Enterprise Postgres.
Appendix L Procedure when Modifying the JRE Installation

Describes the procedures to follow when modifying the JRE installation.
Appendix M Access to Key Management System Using Plug-in

Describes how to access key management systems using plug-ins.

Export restrictions

Exportation/release of this document may require necessary procedures in accordance with the regulations of your resident country and/or
US export control laws.

Issue date and version

Edition 3.1: February 2024

Edition 3.0: January 2024

Edition 2.0: October 2023

Edition 1.0: April 2023
Copyright

Copyright 2015-2024 Fujitsu Limited

Revision History

Revision Location Version

Added article to Startup URL for WebAdmin 4.3.1.1 Logging in to WebAdmin Edition 3.1
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IChapter 1 Overview of Installation

This chapter provides an overview of Fujitsu Enterprise Postgres installation.

1.1 Features that can be Installed

Each Fujitsu Enterprise Postgres feature is installed on the machine that was used to build the database environment.

The following table shows the relationship between the product to be installed and the features that can be installed.

Feature that can be installed Product name

AE SE

Basic feature (server feature, client feature) Y Y

Y: Can be installed

1.2 Installation Types

The following installation types are available for Fujitsu Enterprise Postgres:

- New installation
- Reinstallation

- Multi-version installation

1.2.1 New Installation

In initial installation, Fujitsu Enterprise Postgres is installed for the first time.

1.2.2 Reinstallation

Perform reinstallation to repair installed program files that have become unusable for any reason.

1.2.3 Multi-Version Installation

Fujitsu Enterprise Postgres products can be installed on the same server if the product version (indicated by "x" in " xSP2") is different from
that of any version of the product that is already installed.

1.3 Installation Procedure

The following installation procedures are available for Fujitsu Enterprise Postgres:

- Installation in interactive mode
- Installation in silent mode

Select the installation procedure that corresponds to your environment.

gn Note

If you have antivirus software installed, the server may crash, fail to start, or stop responding, during installation or when starting up after
installation. Set scan exception settings for the installation directory and resource allocation directory so that the files in these directories
are not scanned for viruses.



1.3.1 Installation in Interactive Mode

Interactive mode enables installation to be performed while the required information is entered interactively.

In the interactive mode installation, the installation state of Fujitsu Enterprise Postgres is determined automatically. Install Fujitsu
Enterprise Postgres using one of the following installation types in accordance with the installation state:

- New installation
- Reinstallation

- Multi-version installation

1.3.2 Installation in Silent Mode

Silent mode enables installation to be performed without the need to enter any information interactively.

New installations and multi-version installations can be performed in silent mode.

1.4 Uninstallation

Uninstallation removes the system files of the installed Fujitsu Enterprise Postgres.




|Chapter 2 Operating Environment

This chapter describes the operating environment required to use Fujitsu Enterprise Postgres.

2 See
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Refer to "Operating Environment" in the Installation and Setup Guide for Client when installing the Fujitsu Enterprise Postgres client
feature at the same time.
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2.1 Required Operating System

One of the operating systems shown below is required in order to use Fujitsu Enterprise Postgres.

- RHELY7.4 or later minor version

RHELS8.2 or later minor version

RHELD9.0 or later minor version

SLES 12 SPS

SLES 15 SP3 or later minor version

Qn Note

SLES cannot be used if performing failover operation integrated with PRIMECLUSTER.

_-ﬂ Information

- The following packages are required for operations on RHEL?7.

Package name Remarks
alsa-lib -
audit-libs -
bzip2-libs Required when using pgBackRest.
dstat Required when using parallel scan.
gdb Required to run FJQSS.
glibc -
glibc.i686 -
iputils Required for Mirroring Controller.
libgce -

Provides collation support.

libicu

Install 50.x.

libmemcached

Required when using Pgpool-II.

libselinux Required for sepgsql.

libstdc++ -

libtool-ItdI Required when using ODBC drivers.
libzstd -




Package name

Remarks

llvm

Version 10.0.x of llvm is required to run SQL with runtime
compilation (just-in-time compilation). Install the package that
contains libLLVVM-10.so0.For example, the "llvm-toolset-10.0-
llvm-libs" published in Red Hat Developer Tools and Red Hat
Software Collections includes libLLVM10.so.

Fujitsu Enterprise Postgres uses runtime compilation by default.If
you do not want to use runtime compilation, turn off the jit
parameter in postgresgl.conf.You do not need to install llvm if you
turn off the jit parameter.

Failure to install llvm without turning off the jit parameter may
result in an error when executing SQL.For more information about
runtime compilation, see "Just-in-Time Compilation (JIT)" in
"PostgreSQL Documentation™.

1z4

ncurses-libs

net-tools

nss-softokn-freebl

pam Required when using PAM authentication.
. Required when using PL/Perl.
perl-libs Install 5.16.
Required if using the Transparent Data Encryption feature when
protobuf-c using a key management system as a keystore.
Install 1.0.2.
Required when using PL/Python based on Python 3.
python3 Install 3.6.x .
redhat-Isb -
rsync Required when using Pgpool-I1.
sudo -
Required when using FJQSS. Set up the sar command after
sysstat . .
installation.
ol Required when using PL/Tcl.
Install 8.5.
unzip -
xz-libs -
zlib -

The following packages are r:

equired for operations on RHELS.

Package name Remarks
alsa-lib -
audit-libs -
bzip2-libs Required when using pgBackRest.
cyrus-sasl-lib -
gdb Required to run FJQSS.

pcp-system-tools

Required when using parallel scan.




Package name Remarks

glibc -

glibc.i686 -

iputils Required for Mirroring Controller.

libnsl2 -
Provides collation support.

libicu
Install 60.x.

libgcc -

libmemcached Required when using Pgpool-II.

libselinux Required for sepgsql.

libstdc++ -

libtool-ItdI Required when using ODBC drivers.

libzstd -

llvm Vversions 13.0.x, 12.0.x, 11.0.x, 10.0.x, or 9.0.x of llvm is required
to run SQL with runtime compilation (just-in-time compilation).
Install the package that contains libLLVM-13.s0, libLLVM-12.s0,
libLLVM-11.s0. libLLVM-10.s0, or libLLVM-9.s0.
For example, version 13.0.x of "llvm-libs" published with
Application Streams includes libLLVM-13.s0.
By default, version 13.0.x is used.
If you use a version other than 13.0.x, specify the version you want
to use in the jit_provider parameter in postgresql.conf.
For example, use llvmjit-vsn12 when using version 12.0.x. Fujitsu
Enterprise Postgres uses runtime compilation by default.If you do
not want to use runtime compilation, turn off the jit parameter in
postgresqgl.conf.You do not need to install llvm if you turn off the
jit parameter.
Failure to install llvm without turning off the jit parameter may
result in an error when executing SQL.For more information about
runtime compilation, see "Just-in-Time Compilation (JIT)" in
"PostgreSQL Documentation".

1z4-libs -

ncurses-libs -

net-tools -

nss-softokn-freebl

pam Required when using PAM authentication.
. Required when using PL/Perl.
perl-libs Install 5.26.
Required if using the Transparent Data Encryption feature when
protobuf-c using a key management system as a keystore.
Install 1.3.0.
python3 Required when using PL/Python based on Python 3.
Install 3.6.x .
redhat-Isb -
rsync Required when using Pgpool-II.




Package name Remarks
sudo -
Required when using FJQSS. Set up the sar command after
sysstat . .
installation.
l Required when using PL/Tcl.
Install 8.6.
unzip -
xz-libs -
zlib -

- The following packages are required for operations on RHEL9.

Package name Remarks

alsa-lib -
audit-libs -
bzip2-libs Required when using pgBackRest.
cyrus-sasl-lib -
gdb Required to run FJQSS.
pcp-system-tools Required when using parallel scan.
glibc -
glibc.i686 -
iputils Required for Mirroring Controller.
libnsl2 -

Provides collation support.
libicu

Install 67.x.
libgcc -

libmemcached-awesome

Required when using Pgpool-I1.

libselinux

Required for sepgsql.

libstdc++

libtool-Ital

Required when using ODBC drivers.

libzstd

llvm

llvm version 13.0 .x is required to run SQL using just-in-time
compilation.

Install the package that contains libLLVM -13 .so.

For example, version 13.0 .x of "llvm-libs " published with
Application Streams includes libLLVM -13 .so.

Fujitsu Enterprise Postgres is configured to use runtime
compilation by default. If you do not want to use runtime
compilation, turn off the jit parameter in postgresql.conf. If you
turn off the jit parameter, you do not need to install llvm.

Failure to install llvm without turning off the jit parameter can
result in errors during SQL execution. For more information about
runtime compilation, see "Just-in-Time Compilation (JIT) " in the
PostgreSQL Documentation.

1z4-libs




Package name

Remarks

ncurses-libs

net-tools

nss-softokn-freebl

pam Required when using PAM authentication.
. Required when using PL/Perl.
perl-libs Install 5.32.
Required if using the Transparent Data Encryption feature when
protobuf-c using a key management system as a keystore.
Install 1.3.3.
thon3 Required when using PL/Python based on Python 3.
o Install 3.9.x .
rsync Required when using Pgpool-11.
sudo -
svsstat Required when using FJQSS. Set up the sar command after
Y installation.
ol Required when using PL/Tcl.
Install 8.6.
unzip -
xz-libs -
zlib -

The following packages are r

equired for operations on SLES 12.

Package name

Remarks

dstat Required when using parallel scan.
gdb Required to run FJQSS.
glibc -
glibc-32bit -
iputils Required for Mirroring Controller.

Required when using the installer, database multiplexing, and

WebAdmin.

The following JREs are available:
JRE 8 - Oracle JRE

Use update 31 or later of the 64-bit version.
- OpenJDK Past the Java TCK (Technology Compatibility Kit)

libasound?2 -
libauditl -
libbz2-1 Required when using pgBackRest.
libfreebl3 -
libicu :Dr]r;\;lliizszf:ollatlon support.
libgcc -
libltd17 Required when using ODBC drivers.




Package name Remarks

liblz4-1_7 -

liblzmab -

libmemcached Required when using Pgpool-I1.

libncursess -

libstdc++ -

libz1 -

libzstd1 -

llvm Version 7.0.x of llvm is required to run SQL with runtime
compilation (just-in-time compilation). Install the package that
contains libLLVM.s0.7. For example, the "libLLVM7" published
in SLES12-SP5-Updates includes libLLVM.s0.7.

Fujitsu Enterprise Postgres uses runtime compilation by default.If
you do not want to use runtime compilation, turn off the jit
parameter in postgresql.conf.You do not need to install llvm if you
turn off the jit parameter.

Failure to install llvm without turning off the jit parameter may
result in an error when executing SQL.For more information about
runtime compilation, see "Just-in-Time Compilation (JIT)" in
"PostgreSQL Documentation”.

LLVM-libs Install version 5.0.2 or later.

net-tools -

pam Required when using PAM authentication.

. Required when using PL/Perl.

perl-libs Install 5.18.

Required when using PL/Python based on Python 3.

python3 Install 3.4.x.

rsync Required when using Pgpool-II.

sudo -

Required when using FIQSS. Set up the sar command after

sysstat . .
installation.

ol Required when using PL/Tcl.

Install 8.6.
unzip -

The following packages are r

equired for operations on SLES 15.

Package name

Remarks

dstat Required when using parallel scan.
gdb -
glibc -
glibc-32bit -
iputils Required for Mirroring Controller.
Required when using the installer, database multiplexing, and
JRE 8 WebAdmin.

The following JRES are available:




Package name

Remarks

- Oracle JRE
Use update 31 or later of the 64-bit version.

- OpenJDK Past the Java TCK (Technology Compatibility Kit)

libasound?2 -

libauditl -

libbz2-1 Required when using pgBackRest.

libfreebl3 -

libic Provides collation support.

Install 65.

libgcc -

libltdl7 Required when using ODBC drivers.

liblz4-1 -

liblzma5 -

libmemcached Required when using Pgpool-II.

libncurses5 -

libstdc++ -

libz1 -

libzstd1 -

llvm Version 7.0.x of llvm is required to run SQL with runtime
compilation (just-in-time compilation). Install the package that
contains libLLVM.s0.7. For example, the "libLLVM7" published
in SLE-Module-Basesystem15-SP3-Updates includes
libLLVM.s0.7.

Fujitsu Enterprise Postgres uses runtime compilation by default.If
you do not want to use runtime compilation, turn off the jit
parameter in postgresgl.conf.You do not need to install llvm if you
turn off the jit parameter.

Failure to install llvm without turning off the jit parameter may
result in an error when executing SQL.For more information about
runtime compilation, see "Just-in-Time Compilation (JIT)" in
"PostgreSQL Documentation™.

LLVM-libs Install version 5.0.2 or later.

net-tools -

pam Required when using PAM authentication.

orl Required when using PL/Perl.

P Install 5.26.

Required if using the Transparent Data Encryption feature when
protobuf-c using a key management system as a keystore.

Install 1.3.2.
python3 Required when using PL/Python based on Python 3.

Install 3.6.x.

rsync Required when using Pgpool-II.

sudo -

sysstat Set up the sar command after installation.




Package name Remarks

Required when using PL/Tcl.
Install 8.6.

2.2 Related Software

The following table lists the software required to use Fujitsu Enterprise Postgres.

Table 2.1 Related software

Fujitsu
Enterprise
; Postgres
No. Product name Version product Remarks
name
AE | SE
1 PRIMECLUSTER (*1) 4.5A10 (*1) Mandatory when performing
Y Y failover operation integrated with
PRIMECLUSTER.

*1: The applicable products are shown below:
- PRIMECLUSTER Enterprise Edition
- PRIMECLUSTER HA Server
The following table lists client that can be connected to the Fujitsu Enterprise Postgres server feature.

Table 2.2 Connectable client
oS Product name

Windows Fujitsu Enterprise Postgres Client 15 or later

Linux

The following table lists server assistant that can be connected to the Fujitsu Enterprise Postgres server feature.

Table 2.3 Connectable server assistant
(O] Product name

Linux Fujitsu Enterprise Postgres Server Assistant 15 or later

Windows

2.3 Excluded Software

This section describes excluded software.

Fujitsu Enterprise Postgres
Fujitsu Enterprise Postgres cannot be installed if all the following conditions are met:
- The product version (indicated by "X" in "x SPZ") of the product to be installed is the same as that of the installed product
- The editions are different

Example

In the following cases, Fujitsu Enterprise Postgres cannot be installed as an exclusive product:

- The installed product is Fujitsu Enterprise Postgres Standard Edition (64bit) 15 SP1
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- The product to be installed is Fujitsu Enterprise Postgres Advanced Edition (64bit) 15 SP2

Other products

There are no exclusive products.

2.4 Required Patches

There are no required patches.

2.5 Hardware Environment

The following hardware is required to use Fujitsu Enterprise Postgres.

Memory

At least 512 MB of memory is required.

2.6 Disk Space Required for Installation

The following table shows the disk space requirements for new installation of Fujitsu Enterprise Postgres. If necessary, increase the size of

the file system.

RHEL
Directory Requi(rue:itc:iil\s/ll;;pace
letc 1+1(*1)
Ivar 1+2(*1)+1(*2)
opt 283 (*1) +1 (*2)
Installation destination of the server 800
Installation destination of WebAdmin 730
Installation destination of the client (64-bit) 180
Installation destination of Pgpool-II 35

*1: Required for the installation of the Uninstall (middleware) tool.

*2: Required for the installation of FJQSS.
SLES

Required disk space

Directory (Unit: MB)
Jetc 1+1(*1)
Ivar 1+2(*1) +1(*2)
/opt 2 (*1) +1 (*2)
Installation destination of the server 260
Installation destination of WebAdmin 390
Installation destination of the client (64-bit) 170
Installation destination of Pgpool-II 35

*1: Required for the installation of the Uninstall (middleware) tool.

*2: Required for the installation of FJQSS.
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2.7 Supported System Environment

This section describes the supported system environment.

2.7.1 TCP/IP Protocol

Fujitsu Enterprise Postgres supports version 4 and 6 (IPv4 and I1Pv6) of TCP/IP protocols.

& Note

Do not use link-local addresses if TCP/IP protocol version 6 addresses are used.

2.7.2 File System

All file systems with a POSIX-compliant interface are supported.

However, for stable system operation, the disk where the database is deployed must use a highly reliable file system. Consider this aspect
when selecting the file system to be used.

The recommended file system is "ext4".

2.8 PostgreSQL Version Used for Fujitsu Enterprise Postgres

Fujitsu Enterprise Postgres is based on PostgreSQL 15.5.

2.9 Notes on Using Streaming Replication

To use streaming replication, build the primary server and all standby servers using the same Fujitsu Enterprise Postgres version (*1).

*1: The product version is indicated by "x" in the notation "x SPZ".

gn Note

Streaming replication cannot be used in combination with Open Source PostgreSQL.

2.10 Key Management System Requirements

Describes the requirements for a key management system.

2.10.1 To Connect to a key Management System Using the KMIP Protocol

If you use a key management system as a keystore to use the Transparent Data Encryption feature, the following conditions must be met.

Protocol

Key management systems must use the Key Management Interoperability Protocol (KMIP) Version 1.4 protocol.

Encryption Key
The encryption key used must be able to be created or brought into the KMIP server under the following conditions.
- AES 256 bit symmetric key
A Managed Object that meets the following criteria:
- Cryptographic Algorithm : AES
- Cryptographic Length : 256
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- Key not wrapped

Operation
The following operations using the KMIP protocol must be supported:
- Get operation

Encryption keys can be returned in Key Format Type: Raw format.

Client authentication

You must be able to authenticate and authorize clients in the following ways:

- The registered client certificate can authenticate the client and authorize access to the encryption key.

Quantitative Limits

Fujitsu Enterprise Postgres can receive a maximum response size of 8192 bytes from a key management system. Any further response
results in an error.

If the private key file used for the client certificate is encrypted, the maximum length of the passphrase used for encryption is 1023 bytes.

2.10.2 To Connect to a Key Management System Using a Plug-in

If you are using a key management system that requires a connection using a protocol other than KMIP, you will need an adapter that
converts the request from the Fujitsu Enterprise Postgres into a request format that the key management system can accept.

By preparing the adapter and registering it as a plug-in to the Fujitsu Enterprise Postgres, you can use the key management system as a
keystore.

The adapter must be implemented to meet the requirements specified by the Fujitsu Enterprise Postgres.
The key management system must be capable of meeting the requirements of the adapter.

See "Appendix M Access to Key Management System Using Plug-in" for adapter requirements.

Quantitative Limits

The maximum length of the secret, used for example to pass passwords and other information to plug-ins, is 4095 bytes.
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IChapter 3 Installation

This chapter explains each of the installation procedures of Fujitsu Enterprise Postgres.

3.1 Pre-installation Tasks

Check the system environment below before installing Fujitsu Enterprise Postgres.

Check the disk space
Ensure that there is sufficient disk space to install Fujitsu Enterprise Postgres.
Refer to "2.6 Disk Space Required for Installation™ for information on the required disk space.

Reconfigure the disk partition if disk space is insufficient.

Set JAVA_HOME (SLES only)
Ensure that JRE 8 is installed, and export the JAVA_HOME environment variable.

#export JAVA_HOME="Jre8InstallDir"

Refer to "Appendix L Procedure when Modifying the JRE Installation" for information on modifying JRE after installation.

Executable Users
Installation and uninstallation is performed by superuser.

On the system, run the following command to become superuser.

$ su -
Password :******

Check the installed products and determine the installation method
Using the operation shown below, start Uninstall (middleware), and check the installed products.

Example

# /opt/FJSVcir/cimanager.sh -c
Loading Uninstaller. ..

Currently installed products
1. productName
productName
productName
productName
productName

a b~ wN

Type [number] to select the software you want to uninstall.
[number,q]

:>q

Exiting Uninstaller.

If Fujitsu Enterprise Postgres is already installed, determine which installation method to use:
- Reinstallation

- Multi-version installation
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Remove applied updates

If you perform reinstallation as the installation method, remove applied updates using the procedure shown below.

gn Note

If a product is installed without removing applied updates, the following problems will occur:
- Performing reinstallation

If an update with the same update and version number is applied, an error informing you that the update has already been applied is
displayed.
Perform reinstallation after removing the update.

1. Display the applied updates

Execute the following command to display the applied updates:

# /opt/FJISVfupde/bin/uam showup

2. Remove the updates

Execute the command below to remove the updates. If an update with the same update number was applied more than once, the updates
are removed in order, starting from the highest version number.

# /opt/FJISVFupde/bin/uam remove -i update-number

4}1 Note

If the installation directory/lib is set in the environment variable LD_LIBRARY_PATH for the running user, remove the installation
directory/lib from LD_LIBRARY_PATH.

Determine the preferred WebAdmin configuration
Starting with Fujitsu Enterprise Postgres 9.5, WebAdmin can be installed in two configurations:
- Single-server
- Multiserver

2, See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to "Appendix | Determining the Preferred WebAdmin Configuration” for details.

© 0 000000000000000000000000000000000000000000000000O0C0COCOCOCEOCEOCEOCIOCEOCOCOCEOCIOCIOCIOCOCIOCOCIOCOCOC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

Determining the Pgpool-ll System Configuration

The system configuration when using Pgpool-1I is as follows:
- Place on database server
- Place on application server
- Place on dedicated server

2, See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to "Appendix J System Configuration when using Pgpool-11".

© 0 000000000000000000000000000000000000000000000000O0C0COCOCOCEOCEOCEOCIOCEOCOCOCEOCIOCIOCIOCOCIOCOCIOCOCOC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS
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3.2 Installation in Interactive Mode

Install according to the following procedure:

4}1 Note

- The following characters can be used as input values:

Alphanumeric characters, hyphens, commas and forward slashes

- When reinstalling the product, back up the following folder in which the WebAdmin instance management information is stored:

webAdminlnstal lIFolder/data/fepwa

Follow the procedure below to perform the backup.
1. Stop the WebAdmin server. Refer to "B.1.3 Stopping the Web Server Feature of WebAdmin" for details.
2. Back up the following folder:

webAdminlInstal IFolder/data/fepwa

Replace the above folder with the backed up folder when the reinstallation is complete.

E) Point

© © 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000C0COCOCOCOCOCOCOCOCE

For installation in interactive mode, default values are set for the installation information. The following settings can be changed for a new
installation or a multi-version installation:

Installation directory
WebAdmin setup information, if WebAdmin is selected

To change the port number, confirm that it is an unused port number between 1024 and 32767.

© 0 000000000000000000000000000000000000000000000000O0C0COCOCOCEOCEOCEOCIOCEOCOCOCEOCIOCIOCIOCOCIOCOCIOCOCOC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

1. Stop applications and programs

If the installation method is the following, all applications and programs that use the product must be stopped:

Reinstallation

Before starting the installation, stop the following:

Applications that use the product

Connection Manager

Instance

Web server feature of WebAdmin

Execute the WebAdminStop command to stop the Web server feature of WebAdmin.
Example

If WebAdmin is installed in /opt/fsepv<x>webadmin:

# cd /opt/fsepv<x>webadmin/sbin
# _/WebAdminStop

Mirroring Controller

Execute the mc_ctl command with the stop mode option specified and stop the Mirroring Controller.
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Example

$ mc_ctl stop -M /mcdir/instl

- pgBadger
- Pgpool-II

2. Mount the DVD drive
Insert the server program DVD into the DVD drive, and run the command given below.

Example

# mount -t 1s09660 -r -o loop /dev/dvd /media/dvd

Here /dev/dvd is the device name for the DVD drive (which may vary depending on your environment), and /media/dvd is the mount point
(which may need to be created before calling the command).

QJT Note

If the DVVD was mounted automatically using the automatic mount daemon (autofs), "noexec" is set as the mount option, so the installer may
fail to start. In this case, use the mount command to remount the DVD correctly, and then run the installation. Note that the mount options
of a mounted DVD can be checked by executing the mount command without any arguments.

3. Run the installation
Execute the following command:

Example

# cd /media/dvd
# ./install.sh

In the example above, /media/dvd is the DVD mount point.

4. Select the product for installation

The list of installation target products is displayed.
Type the number for the product to be installed, or “all", and press Enter.

ﬂ Information
- The Fujitsu Enterprise Postgres server component and WebAdmin can be installed on the same machine by selecting the "Fujitsu
Enterprise Postgres server component™ and the "WebAdmin component".

- Pgpool-I1to be installed on the same server as the database server, you can install it on the same machine by selecting "Fujitsu Enterprise
Postgres Server Component™ and "Pgpool-11 component”. Pgpool-11 to be installed on the same server as the application server, or on
a dedicated server that is different from the database server and application server, see "Appendix J System Configuration when using
Pgpool-I1".

- If the selected product has been installed, a window for selecting reinstallation or multi-version installation is displayed for each
product. Follow the on-screen instructions to select the installation method.

5. Check the settings

The window for checking the installation information is displayed.

Type "y" and press Enter to start the installation.

To change the settings, type "c", press Enter, and follow the on-screen instructions. This option is not displayed if there is no information
that can be modified.
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If you have not set up WebAdmin during installation, refer to "Appendix B Setting Up and Removing WebAdmin" for details.

6. Check the changed settings

If the installation information has been modified, the new installation information is displayed.
Type "y" and press Enter to start the installation.
To change the settings again, type "c" and press Enter.

7. Display the installation status
When the installation is started, the installation status is displayed.
Note that even if WebAdmin setup fails, the process will continue.

If the following message is displayed, manually execute WebAdmin setup after installation is completed.
Refer to "B.1 Setting Up WebAdmin" for information on the WebAdmin setup procedure.

Starting setup.
Setting up WebAdmin.

ERROR: WebAdmin setup failed.

8. Finish the installation

When the installation is complete, a message is displayed showing the status.
If installation was successful, a message like the one shown below is displayed:

Installed successfully.

Qn Note

If an error occurs during the installation, read the error message and remove the cause of the error, and then reexecute the install.sh
command.

3.3 Installation in Silent Mode

Installation in silent mode can be performed only when the installation method is one of the following:

- New installation
- Multi-version installation

2 See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to the Fujitsu Enterprise Postgres product website for information on installation in silent mode, such as the installation parameters
and error messages.

© 0 000000000000000000000000000000000000000000000000O0C0COCOCOCEOCEOCEOCIOCEOCOCOCEOCIOCIOCIOCOCIOCOCIOCOCOC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

The installation procedure is described below.

1. Mount the DVD drive
Insert the server program DVD into the DVD drive, and run the command given below.

Example

# mount -t 1s09660 -r -o loop /dev/dvd /media/dvd

Here /dev/dvd is the device name for the DVD drive (which may vary depending on your environment), and /media/dvd is the mount point
(which may need to be created before calling the command).
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Qn Note

If the DVD was mounted automatically using the automatic mount daemon (autofs), "noexec" is set as the mount option, so the installer may
fail to start. In this case, use the mount command to remount the DVD correctly, and then run the installation. Note that the mount options
of a mounted DVD can be checked by executing the mount command without any arguments.

2. Create an installation parameters CSV file

Consider the features that will be required for system operations, and then create an installation parameters CSV file that uses the following
specification format.

sectionName, parameterName, value
sectionName, parameterName, value

,ﬂ Information

3. Run the installation
Execute the following command:

Example

# cd /media/dvd
# _./silent.sh /home/work/inspara.csv

In the example above, /media/dvd is the DVD mount point, and /home/work/inspara.csv is the installation parameter CSV.

If the installer ends in an error, a message is output to the log file and return values are returned.
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IChapter 4 Setup

This chapter describes the setup procedures to be performed after installation completes.

4.1 Operating Method Types and Selection

This section describes how to operate Fujitsu Enterprise Postgres.

There are two methods of managing Fujitsu Enterprise Postgres operations - select one that suits your purposes:

The Operation Guide describes the operating method using WebAdmin, and the equivalent operating method using the server commands.

Simple operation management using a web-based GUI tool (WebAdmin)

Suitable when using frequently used basic settings and operations for operation management.

This method allows you to perform simple daily tasks such as starting the system before beginning business, and stopping the system when

business is over, using an intuitive operation.

Usage method

Usage is started by using WebAdmin to create the instance.

By using an external scheduler and the pgx_dmpall command, periodic backups can be performed, which can then be used in recovery

using WebAdmin.

& Note

Do not use a server command other than pgx_dmpall and pgx_keystore or a server application. Operation modes that use server
commands and server applications cannot be used in conjunction with WebAdmin. If used, WebAdmin will not be able to manage the

instances correctly.

In addition, to perform a backup by copy command from the pgx_dmpall command, select the operating method using the server

commands.

Refer to Reference and the PostgreSQL Documentation for information on server commands and server applications.

Advanced operation management using server commands

When operating in a system that is automated by operation management middleware (Systemwalker Centric Manager, for example), this

method allows you to use more detailed settings and operations and perform higher level operation management.

An overview of the operating method using the GUI, and its relationship with the operating method using the server commands, are shown

below.

Refer to the Operation Guide for details.

Operation

Operation with the GUI

Operation with commands

Setup Creating an instance

WebAdmin is used.

The server machine capacity, and the
optimum parameter for operations
using WebAdmin, are set
automatically.

The configuration file is edited
directly using the initdb command.

Creating a standby instance

WebAdmin is used.

WebAdmin performs a base backup
of the source instance and creates a
standby instance.

A standby instance is created using
the pg_basebackup command.

Changing the configuration
files

WebAdmin is used.

The configuration file is edited
directly.

Starting and stopping an instance

WebAdmin is used.

The pg_ctl command is used.
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Operation Operation with the GUI Operation with commands

Creating a database This is defined using pgAdmin of the GUI tool, or using the psgl command or
the application after specifying the DDL statement.
Backing up the database WebAdmin, or the pgx_dmpall It is recommended that the
command, is used. pgx_dmpall command be used.
Recovery to the latest database can be
performed.
Database recovery WebAdmin is used. To use the backup that was

performed using the pgx_dmpall
command, the pgx_rcvall command

is used.
Monitoring Database errors The status in the WebAdmin window | The messages that are output to the
can be checked. (*1) database server log are monitored
(*1)
Disk space The status in the WebAdmin window | This is monitored using the df

can be checked. A warning will be command of the operating system,
displayed if the free space falls below | for example. (*1)
20%. (*1)

Connection status This can be checked using pgAdmin of the GUI tool, or referencing
pg_stat_activity of the standard statistics view from psql or the application.

*1: This can be used together with system log monitoring using operations management middleware (Systemwalker Centric Manager, for
example).

2 See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to "Periodic Operations™ and "Actions when an Error Occurs" in the Operation Guide for information on monitoring and database
recovery.
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4.2 Preparations for Setup

This section describes the preparation required before setting up Fujitsu Enterprise Postgres.

4.2.1 Creating an Instance Administrator

Decide which OS user account will be assigned the instance administrator role. You can assign it to a new user or to an existing one, but
you cannot assign it to the OS superuser (root).

The following example shows an OS user account with the name "fsepuser" being assigned the instance administrator role.

Example

# useradd fsepuser
# passwd fsepuser

QJT Note

The following note applies if using WebAdmin for operations:

- If the password is changed for the user account of the instance administrator, set the changed password using ALTER ROLE WITH
ENCRYPTED PASSWORD.
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4.2.2 Preparing Directories for Resource Deployment

Prepare the directories required when creating instances.

Considerations when deploying resources

The disk configuration on the resource deployment destination is important, because it affects not only recovery following disk corruption,
but normal operation as well. The points for determining the disk configuration are as follows:

1. Ifthe backup data storage destination and the data storage destination are both lost, it will not be possible to recover the data, so deploy
them to separate disks.

2. To shorten the recovery time following a single disk fault, deploy the system disk and data storage destination to separate disks.

3. The backup data storage destination requires at least double the capacity of the data storage destination, so deploy it to the disk with
the most space available.

4. When large amounts of data are updated, the write-to load for the data storage destination, transaction log storage destination, and
backup data storage destination (mirrored transaction log) will also be great. For this reason, deploy them to separate disks, out of
consideration for performance.

& Note

When using the volume manager provided by the operating system, be aware of which physical disk the file system has been created on,
for example, by deploying the data storage destination and the backup data storage destination to separate disks.

Server resource of Fujitsu Enterprise Postgres
System disk G )
Fujitsu Enterprise Postgres Ao S
Core file
Data storage destination Backup data storage destination
Transaction log Qs e
{*1) T = Mirrored
e L S pEE Archive log transaction
'_.-_-____ ___:- e - SR Iog o
Tablespace
s e Backup - .
| N | Tablespace
e = Backup E -
Database cluster I o
e e

*1: To distribute the I/O load, place the transaction log on a different disk from the data storage destination.
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Resource Role

Database cluster The area where the database is stored. It is a collection of databases

managed by an instance.

Tablespace Stores table files and index files in a separate area from the database
cluster.

Specify a space other than that under the database cluster.

Transaction log Stores log information in preparation for a crash recovery or rollback.

This is the same as the WAL (Write Ahead Log).

Archive log Stores log information for recovery

Mirrored transaction log (mirrored | Enables a database cluster to be restored to the state immediately before
WAL) an error even if both the database cluster and transaction log fail when
performing backup/recovery operations using the pgx_dmpall
command or WebAdmin.

Corefile Fujitsu Enterprise Postgres process corefile output when an error occurs
with a Fujitsu Enterprise Postgres process.

Examples of disk deployment

The following are examples of disk deployment:

Number of disks

Disk

Deployment

3

System disk

Fujitsu Enterprise Postgres program

Corefile

Connected physical disk

Data storage destination, transaction log storage
destination

Connected physical disk

Backup data storage destination

System disk

Fujitsu Enterprise Postgres program

Corefile

Data storage destination, transaction log storage
destination

Connected physical disk Backup data storage destination

Proposal for disk deployment using WebAdmin

To generate an instance using WebAdmin, we recommend an optimum deployment that takes into account the status of all disks at the time
of instance generation, and items 1 to 3 in the "Considerations when deploying resources" subheading above, based on the limitations below
(note that a different deployment can also be specified).

- The mount point does not include national characters

- The instance administrator has the proper permissions to read and write on the mount point

Preparing directories
The directories to be prepared depend on the way that you create the instances.

The following shows the directories that need to be prepared:

Directory to be prepared Using WebAdmin Using the initdb
command
Data storage destination Y (*1) Y
Backup data storage destination O (*1) (*4) 0o
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Directory to be prepared Using WebAdmin Using the initdb
command
Transaction log storage destination O (*1) (*2) o
Corefile output destination N (*3) o}
Y: Required
O: Optional

N: Not required
*1: WebAdmin automatically creates a directory

*2: The default is to create in a directory in the data storage destination. When it is necessary to distribute the 1/0 load for the database data
and the transaction log, consider putting the transaction log storage destination on a different disk from the data storage destination

*3: The corefile path is as follows:

/var/tmp/fsep_version/instanceAdminUser_instanceNamePortNumber/core

version. product version_WA_architecture

Note: The product version is normally the version of WebAdmin used to create the instance. For example, WebAdmin 15 allows a user
to create a FUJITSU Enterprise Postgres 9.6 instance on a database server having WebAdmin 9.6. In this case, because WebAdmin 9.6
is used to create the instance, the product version will be "96".

instanceAdminUser. operating system user name

PortNumber. port number specified when creating the instance
Example:
Ivar/tmp/fsep_150_WA_64/naomi_myinst27599/core

Note that resources placed in /var/tmp that have not been accessed for 30 days or more will be deleted by the default settings of the operating
system. Consider excluding them from deletion targets or changing the output destination in the operating system settings.

To change the output destination, configure the core_directory and the core_contents parameters in postgresql.conf. Refer to "Parameters"
in the Operation Guide for information on the settings for these parameters.

*4: This directory is required when instance backup is enabled.

4}1 Note

- The directories must meet the following conditions:
- The directory owner must be the OS user account that you want to be the instance administrator
- The directory must have write permission
- The directory must be empty

- If you use WebAdmin, you cannot use directories mounted over the network.
Examples include NFS (Network File System) and CIFS (Common Internet File System).
Also, even if you are not using WebAdmin, do not use these directories unless you are creating tablespaces on a storage device on your
network.

Example

The following example shows the OS superuser creating /database/inst1 as the directory for storing the database data and changing the
owner of the directory to the OS user account “fsepuser".

# mkdir -p /database/instl
# chown -R fsepuser:fsepuser /database/instl
# chmod 700 /database/instl
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4.2.3 Estimating Resources

Estimate the resources to be used on the Fujitsu Enterprise Postgres.

Refer to "Appendix E Estimating Database Disk Space Requirements" for information on estimating database disk space requirements.

Refer to "Parameters automatically set by WebAdmin according to the amount of memory"” when creating multiple instances with
WebAdmin.

Refer to "Appendix F Estimating Memory Requirements™ when creating instances with the initdb command, to estimate memory usage.

4.2.4 Configuring Corefile Names

If a process crashes, a corefile for the process will be generated by the operating system. If a corefile is generated with the same name as
an existing corefile generated for a different process, the newly-generated corefile will overwrite the previously dumped corefile. To prevent
this, configure a unique corefile name for each crash by appending the process ID, program name, and datetime.

Corefile names can be configured using the "kernel.core_pattern” and "kernel.core_uses_pid" kernel parameters.
Refer to the "man page" in "core(5)" for information on how to use these parameters.

Note that with regard to the location for storing corefiles, the operating system settings take precedence over the core_directory parameter
of postgresql.conf.

If you specify systemd-coredump as the core_pattern, the core file is not placed in the location specified by the core_directory parameter.See
the systemd-coredump (8) man page for the location of core files.

Use coredumpctl to retrieve core files.For more information about using coredumpctl, see the coredumpctl (1) man page.

4.3 Creating Instances

There are two methods that can be used to create an instance:

- 4.3.1 Using WebAdmin

- 4.3.2 Using the initdb Command

Creating multiple instances
Multiple instances can be created.

The memory allocated needs to be adjusted when multiple instances are created with WebAdmin (refer to "Parameters automatically set by
WebAdmin according to the amount of memory" for details).

Features that cannot be set up using WebAdmin
The "Storage data protection using transparent data encryption™ feature cannot be set up using WebAdmin.

To set up this feature in an instance created by WebAdmin, perform the additional setup tasks detailed in "Storage Data Protection using
Transparent Data Encryption” in the Operation Guide.

Qn Note

- Instances created using the initdb command (command line instances) can be managed using WebAdmin, however, they must first be
imported into WebAdmin. Refer to "4.3.1.4 Importing Instances" for details.

- Always use WebAdmin to delete instances that were created or imported using WebAdmin. Because WebAdmin management
information cannot be deleted, WebAdmin will determine that the instance is abnormal.

- Databases with the names 'template0’ and ‘templatel’ are automatically created when an instance is created.
These databases are used as the templates for databases created later. Furthermore, a default database with the name 'postgres' is
automatically created, which will be used with Fujitsu Enterprise Postgres commands. It is important that you do not delete these
databases created by default.
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4.3.

1 Using WebAdmin

This section describes how to create an instance using WebAdmin.

WebAdmin must be set up correctly before it can be used. Refer to "B.1 Setting Up WebAdmin" for details. Additionally, if WebAdmin
needs to be configured to use an external repository database, refer to "B.3 Using an External Repository for WebAdmin" for details.

It is recommended to use the following browsers with WebAdmin:

Microsoft Edge (Build41 or later)

WebAdmin will work with other browsers, such as Firefox and Chrome, however, the look and feel may be slightly different.

Configure your browser to allow cookies and pop-up requests from the server on which Fujitsu Enterprise Postgres is installed.

Refer to "Appendix A Recommended WebAdmin Environments” for information on how to change the pop-up request settings and other
recommended settings.

Qn Note

WebAdmin does not run in Windows(R) safe mode.
If the same instance is operated from multiple WebAdmin windows, it will not work correctly.

If the same instance is operated from multiple WebAdmin versions, it will not work correctly. Always use the latest version of
WebAdmin for instance operations.

For efficient use of WebAdmin, it is recommended not to use the browser [Back] and [Forward] navigation buttons, the [Refresh]
button, and context-sensitive menus, including equivalent keyboard shortcuts.

Copying and pasting the WebAdmin URLSs are not supported. Additionally, bookmarking of WebAdmin URLS is not supported.
It is recommended to match the language between the instance server locale and WebAdmin.

WebAdmin supports only two languages: English and Japanese.

It is recommended to change the WebAdmin language setting from the instance details page only.

It is recommended to operate WebAdmin using the WebAdmin launcher.

WebAdmin uses the labels "Data storage path", "Backup storage path™ and "Transaction log path" to indicate "data storage destination",
"backup data storage destination" and "transaction log storage destination" respectively. In this manual these terms are used
interchangeably.

If the browser was not operated for a fixed period (about 30 minutes), the session will time out and the login page will be displayed again
for the next operation.

Port access permissions

If a port is blocked (access permissions have not been granted) by a firewall, enable use of the port by granting access. Refer to the
vendor document for information on how to grant port access permissions.

Consider the security risks carefully when opening ports.

When creating or importing an instance in WebAdmin, set the log_directory parameter in postgresql.conf to '/var/tmp/fsep_version/
instanceAdminUser_instanceNamePortNumberilog'. Note that resources placed in /var/tmp that have not been accessed for 30 days or
more will be deleted by the default settings of the operating system. Therefore, consider excluding instances created using WebAdmin
from deletion targets in the operating system settings if you need to stop those instances for a long time.

4.3.1.1 Logging in to WebAdmin

This section describes how to log in to WebAdmin.

Startup URL for WebAdmin

In the browser address bar, type the startup URL of the WebAdmin window in the following format:

http://hostNameOrIpAddress:portNumber/
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- hostNameOrlpAddress. Host name or IP address of the server where WebAdmin is installed.
- portNumber. Port number of WebAdmin. The default port number is 27515.

- You cannot specify https for the protocol. Only http can be specified.

The startup screen is displayed. From this window you can log in to WebAdmin or access the product documentation.

Logging in to WebAdmin

Click [Launch WebAdmin] in the startup URL window to start WebAdmin and display the login window. Enter the instance administrator
user 1D (operating system user account name) and password, and log in to WebAdmin. User credential (instance administrator user ID and
password) should not contain hazardous characters. Refer to "Appendix C WebAdmin Disallow User Inputs Containing Hazardous
Characters".

4.3.1.2 Creating an Instance

This section describes how to create an instance.

;ﬂ Information

WebAdmin calculates values using the formula indicated in “Managing Kernel Resources" under "Server Administration” in the
PostgreSQL Documentation, and configures these in the kernel parameters. Refer to "Appendix H Configuring Kernel Parameters" for
information on configuring parameter names.

Refer to "Appendix D Configuring Parameters" for information on the postgresql.conf values required to derive the set values.

1. Start WebAdmin, and log in to the database server.
2. In the [Instances] tab, click =,

3. Enter the information for the instance to be created.

@ Fujitsu Enterprise Postgres English v fsep v :’“{i;; TSU
£ Insances Create instance .12
By walle

ndicates required fizld
) St o Configuration type ]—:T'.aru‘z one configuration ~ i
Server product type 1 Fujitsu Enterprise Postgres. x v ;

Standalone configuration

( 1
Location } Locs v i
Instance name * nst1
instance port 27500
Data storage path ° database/fisp/insti/date
T i e
Backup Enabled A d | Backup storage path *  /datab
Transaction log path database/frep/instl/iranzactioniog
‘ |55 1
Encoding | UTF2 A |
1
WAL file size (MB) 3

Enter the following items:
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- [Configuration type]: Whether to create a standalone instance or an instance that is part of a cluster.

- [Server product type]: Sets which of the following instances to create:

Fujitsu Enterprise Postgres 9.5 Instances
Fujitsu Enterprise Postgres 9.6 Instances
Fujitsu Enterprise Postgres 10 Instances
Fujitsu Enterprise Postgres 11 Instances
Fujitsu Enterprise Postgres 12 Instances
Fujitsu Enterprise Postgres 13 Instances
Fujitsu Enterprise Postgres 14 Instances

Fujitsu Enterprise Postgres 15 Instances

The default is "Fujitsu Enterprise Postgres 15".
WebAdmin can create and manage instances compatible with the following, but new functionality in Fujitsu Enterprise Postgres
15 may not support the instance or it may be disabled.

Fujitsu Enterprise Postgres 9.5
Fujitsu Enterprise Postgres 9.6
Fujitsu Enterprise Postgres 10
Fujitsu Enterprise Postgres 11
Fujitsu Enterprise Postgres 12
Fujitsu Enterprise Postgres 13

Fujitsu Enterprise Postgres 14

[Location]: Whether to create the instance in the server that the current user is logged into, or in a remote server. The default is

"Local", which will create the instance in the server machine where WebAdmin is currently running.

[Instance name]: Name of the database instance to manage

The name must meet the conditions below:

Maximum of 16 characters
The first character must be an ASCII alphabetic character

The other characters must be ASCII alphanumeric characters

[Instance port]: Port number of the database server
[Data storage path]: Directory where the database data will be stored

[Backup]: Whether to enable or disable the WebAdmin backup feature. The default is "Enabled". Select "Disabled" to disable

all backup and restore functionality for the instance. If "Enabled" is selected, enter the following item:

[Backup storage path]: Directory where the database backup will be stored

- [Transaction log path]: Directory where the transaction log will be stored

[Encoding]: Database encoding system

[WAL file size]: Allow the WAL file size to be set when creating an instance. The default is 16 MB if the field is blank. The size

specified must be a power of 2 between 1 and 1024. This option is not available for standby instances.

If "Remote" is selected for [Location], enter the following additional items:

- [Host name]: Name of the host where the instance is to be created

- [Operating system credential]: Operating system user name and password for the remote machine where the instance is to be
created
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- [Remote WebAdmin port for standalone]: Port in which WebAdmin is accessible in the remote machine

Ln Note

- Refer to "4.2.2 Preparing Directories for Resource Deployment" - "Considerations when deploying resources” for information
on points to consider when determining the data storage path, backup storage path, and transaction log path.

The following items can be modified after the instance has been created. These items cannot be modified on instances that have
compatibility with FUJITSU Enterprise Postgres 9.5.

- Instance name
- Port number
- Backup storage path
Refer to "Editing instance information" for details.

- Do not specify directories that include symbolic link or multibyte characters when specifying the data storage destination or
backup data storage destination.

- Inthe instance that is created using WebAdmin, the locale of the character set to be used in the database, and the locale of the
collating sequence, are fixed using C.

- For enhanced security, WebAdmin encrypts the superuser password using SCRAM-SHA-256 authentication for all Enterprise
Postgres 10 or later instances. The client/driver must therefore support SCRAM-SHA-256 authentication if they need to connect
to FUJITSU Enterprise Postgres 10 or later instances created by WebAdmin with superuser credentials.

- Host name and Operating system credential (Operating system user name and password) should not contain hazardous
characters. Refer to "Appendix C WebAdmin Disallow User Inputs Containing Hazardous Characters".
4. Click s to create the instance.
If the instance is created successfully, a message indicating the same will be displayed.
5. The instance will be started when it is created successfully.

@ Fujitsu Enterprise Postgres

tnafah v twep v £11]

B s +lsioim | i mle wls By ol =

B s wenae Lzt rofrizhed 4 minees og

¥ Summary

& et

Title Ingt {BcboNeeaTS00)

ot Fujitsu Enterprise Postgres AE Linux 64-bit

o,
Version | Disolays the version of PostgreSQL on which the product is based. | [Fees =]
imno =]
Encouting

Instancs lype
v Stenage semmary
Dats stasage statis

Data stoeage path

Bacioups storage slatus Harreal .

ASTabRE MR AV Cki
Badicup storage path Duta srovage Backip ctarage

Backup tima
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6. Back up the basic information that was set

Back up the WebAdmin management information periodically to ensure operational continuity when a fault occurs on the system
disk. Follow the procedure below to perform the backup.

a. Stop the WebAdmin server. Refer to "B.1.3 Stopping the Web Server Feature of WebAdmin" for details.
b. Back up the following directory:

webAdminlinstallDir/data/fepwa

4.3.1.3 Changing Instance Settings
You can change the information that is set when an instance is created.
Change the following settings to suit the operating and management environment for Fujitsu Enterprise Postgres.
- Instance configuration
- Character encoding

Communication

- SQL options

Memory
- Streaming replication
- Changing client authentication information

- Editing instance information

;ﬂ Information

These settings are the same as the parameters that can be set in the files shown below. Refer to "Appendix D Configuring Parameters" for
information on the equivalence relationship between the item name and the parameter.

- postgresql.conf

- pg_hba.conf

The files shown below can also be modified directly, however if a parameter not described in "Appendix D Configuring Parameters" was
edited by mistake, WebAdmin may not run correctly.

- postgresqgl.conf
- pg_hba.conf

You can also modify the following files directly, but WebAdmin may not work correctly if the records span multiple lines. Therefore,
change the record to a single row.

- pg_hba.conf

- pg_ident.conf

Instance configuration

1. Start WebAdmin and log in to the database server.

2. Inthe [Instances] tab, click .

3. Click .@ to change the configuration.
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4. Click s to save your changes.

& See

© 00 0000000000000 00000000000000000000000000000000OC0COC0COCOCOCOCOCOCCOCOCO00C00C00C00C0C0000000600000000000000000

Select a client-side encoding system that can be converted to/from the database encoding system. Refer to "Automatic Character Set
Conversion Between Server and Client" in "Server Administration™ in the PostgreSQL Documentation for information on the
encoding system combinations that can be converted.

© 0000000000000 00000000000000000000000000000000000O0CO0C0CL0COCOCOCOCOCOCOCOCOCO00C0C0C0C00000000000000000000000000

Changing client authentication information
1. Start WebAdmin and log in to the database server.
2. Inthe [Instances] tab, click 2.
Click == to register new authentication information.
To change authentication information, select the information, and then click ;@

To delete authentication information, select the information, and then click |]_]]'

Qn Note

When creating the instance, do not delete the entry below, because it is a connection required for WebAdmin to monitor the
operational status of the database:
Type=local, Database=all, User=all, and Method=md5

Editing instance information
Use the [Edit instance] page to modify the following items for an instance:
- Instance name
- Port number
- Backup storage path
1. Inthe [Instances] tab, click ;@ The [Edit instance] page is displayed.
2. Modify the relevant items.
If [Backup storage path] is changed, [Backup management] is enabled. Select the required option:
Retain existing backup: Create a backup in [Backup storage path] and retain the existing backup in its original location.

Copy existing backup to new path: Copy the existing backup to [Backup storage path]. A new backup will not be created. The existing
backup will be retained in its original location.

Move existing backup to new path: Move the existing backup to [Backup storage path]. A new backup will not be created.

Remove existing backup: Create a backup in [Backup storage path]. The existing backup will be removed.

3. Click s to save your changes.

Qn Note

- The [Edit instance] page is also displayed when the user selects 'Navigate to the "Edit instance" page' from the [Anomaly Error] dialog
box. Refer to "Anomaly Detection and Resolution™ in the Operation Guide for information on what takes place when an anomaly is
detected.
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- When [Instance name] or [Instance port] is modified, the log_directory and core_directory parameters in postgresql.conf are updated.
Also, the specified directories are created if they do not exist.

Refer to “4.3.1.4 Importing Instances” for information on the format of these directories.

4.3.1.4 Importing Instances

Instances can be created using WebAdmin, or via the command line using the initdb command. Instances created using the initdb command
(command line instances) can be managed using WebAdmin, however, they must first be imported into WebAdmin.

This section explains how to import command line instances into WebAdmin.
1. In the [Instances] tab, click i The [Import instance] page is displayed.

2. Enter the information for the instance being imported. Refer to "4.3.1.2 Creating an Instance" for information on the items that need
to be entered.

3. Click s to import the instance.

Qn Note

- Importing neither starts nor stops the instance.
- The following restrictions apply to instance import:
- Any instance already managed by WebAdmin cannot be imported again.
- The postgresql.conf file must be located in the same directory as [Data storage path].
- Read/write permissions are required for [Data storage path].
- The location specified in postgresql.conf for the following files must not have been changed:
- hba_file
- ident_file
- If the following file contains records that span multiple lines, change the record to a single line before importing.
- pg_hba.conf
- pg_ident.conf

- If the instance is part of a cluster that is monitored by Mirroring Controller, WebAdmin will be unable to detect the Mirroring
Controller settings.

- Instances making use of Mirroring Controller functionality should not be imported, because subsequent operations on those
instances may cause unexpected and undesirable side-effects.

- Itis not possible to import and operate an instance that uses a directory mounted by Network File System (NFS).

- You must make the following changes to the parameters in postgresgl.conf prior to importing the instance in WebAdmin.

Parameter Requirements

port The port parameter should be uncommented.

The log_directory and core_directory parameters in postgresql.conf are updated during import. Also, the specified directories are
created if they do not exist.

The format of these directories is as follows:

log_directory: ‘/var/tmpl/fsep_versionl instanceAdminUser_instanceNamePortNumberllog'
core_directory: ‘/var/tmp/fsep_versionl instanceAdminUser_instanceNamePortNumbericore'
version. product version_WA_architecture

instanceAdminUser. operating system user name
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PortNumber. port number specified when creating the instance
Examples:

log_directory: ‘/var/tmp/fsep_150_ WA_64/naomi_myinst27599/log’'
core_directory: '/var/tmp/fsep_150_WA_64/naomi_myinst27599/core’

- When a standby instance is imported, a valid entry, using the IP address of the standby instance, must exist in the pg_hba.conf file
of the master instance to allow the standby instance to connect to the master instance.

- When a standby instance is imported, the value for "host" in the primary_conninfo parameter of postgresql.auto.conf should match
the host name of the master instance.

- When a standby instance is imported, you cannot specify "passfile” in the primary_conninfo parameter of postgresql.auto.conf. Be
sure to specify "password".

- Instances created by other operating systems cannot be imported.

- IfaFUJITSU Enterprise Postgres 10 or later instance is being imported while it is running, WebAdmin will encrypt the superuser
password using SCRAM-SHA-256 authentication.

4.3.2 Using the initdb Command

This section describes the procedure to create an instance using the initdb command.

gn Note

If a port is blocked (access permissions have not been granted) by a firewall, enable use of the port by granting access. Refer to the vendor
document for information on how to grant port access permissions.
Consider the security risks carefully when opening ports.

4.3.2.1 Editing Kernel Parameters
Refer to "Appendix H Configuring Kernel Parameters" prior to editing these settings.

After the settings are complete, check the command specifications of the relevant operating system and restart the system if required.

4.3.2.2 Creating an Instance

Create an instance, with the database cluster storage destination specified in the PGDATA environment variable or in the -D option.
Furthermore, the user that executed the initdb command becomes the instance administrator.

Qn Note

- Instances created using the initdb command (command line instances) can be managed using WebAdmin, however, they must first be
imported into WebAdmin. Refer to "4.3.1.4 Importing Instances" for details.

- If creating multiple instances, ensure that there is no duplication of port numbers or the directories that store database clusters.

i, See
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Refer to "initdb" in "Reference™ in the PostgreSQL Documentation for information on the initdb command.
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The procedure to create an instance is described below.
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1. Use the OS user account that you want as the instance administrator.
Connect with the server using the OS user account that you want as the instance administrator.
You cannot use the OS superuser (root).
The following example shows the OS superuser connected to the server being changed to the OS user account "fsepuser".

Example

# su fsepuser

2. Configure the environment variables
Configure the environment variables in the server with the newly created instance.
Set the following environment variables:
- PATH environment variables
Add the installation directory "/bin".
- MANPATH environment variables
Add the installation directory "/share/man".
Example
The following example configures environment variables when the installation directory is "/opt/fsepv<x>server64".
Note that "<x>" indicates the product version.

sh, bash

$ PATH=/opt/fsepv<x>server64/bin:$PATH ; export PATH
$ MANPATH=/opt/fsepv<x>server64/share/man:$MANPATH ; export MANPATH

csh, tcsh

$ setenv PATH /opt/fsepv<x>server64/bin:$PATH
$ setenv MANPATH /opt/fsepv<x>server64/share/man:$MANPATH

3. Create a database cluster
Create the database cluster with the initdb command, specifying the storage destination directory.
Specify the transaction log storage destination and the locale setting option as required.

Example

$ initdb -D /database/instl --waldir=/transaction/instl --Ic-collate="C" --lc-ctype="C" --
encoding=UTF8

E’ Point

© 0 0000000000000 00000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCOCO0000C00000000000000000000000000000

In some features, instance names are requested, and those names are required to uniquely identify the instance within the system.
These features allow names that conform to WebAdmin naming conventions, so refer to the following points when determining the
names:

- Maximum of 16 characters
- The first character must be ASCII alphabetic character

- The other characters must be ASCII alphanumeric characters

© 0000000000000 00000000000000000000000000000000000O0CO0C0CL0COCOCOCOCOCOCOCOCOCO00C0C0C0C00000000000000000000000000
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Qn Note

- To balance 1/O load, consider deploying the transaction log storage destination to a disk device other than the database cluster
storage destination and the backup data storage destination.

- Specify "C" or "POSIX" for collation and character category. Performance deteriorates if you specify a value other than "C" or
"POSIX", although the behavior will follow the rules for particular languages, countries and regions. Furthermore, this may need
to be revised when running applications on systems with different locales.

For example, specify as follows:

initdb --locale="C" --lc-messages="C"
initdb --lc-collate="C" --lc-ctype="C"

- Specify the same string in the LANG environment variable of the terminal that starts Fujitsu Enterprise Postgres as was specified
in lc-messages of initdb (Ic_messages of postgresql.conf). If the same string is not specified, messages displayed on the terminal
that was started, as well as messages output to the log file specified in the -1 option of the pg_ctl command or the postgres
command used for startup, may not be output correctly.

- Specify an encoding system other than SQL_ASCI|I for the database. If SQL_ASCII is used, there is no guarantee that the
encryption system for data in the database will be consistent, depending on the application used to insert the data.

2 See
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Referto "Locale Support” in "Localization" in "Server Administration™ in the PostgreSQL Documentation for information on locales.
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. Set port number.

Specify a port number in the port parameter of postgresql.conf. Ensure that the specified port number is not already used for other
software. If a port number is not specified, "27500" is selected.

Reqgister the specified port numbers in the /etc/services file if WebAdmin is used to create other instances. WebAdmin uses the /etc/
services file to check if port numbers specified as available candidates have been duplicated.

Register any name as the service name.
. Set the corefile output destination.

Specify the output destination of the corefile, which can later be used to collect information for investigation, by setting the
core_directory and core_contents parameters of postgresgl.conf.

2 See
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Refer to "Parameters™ in the Operation Guide for information on the settings for these parameters.
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. Set the backup storage destination.

Specify the backup data storage destination and other backup settings when backup is to be performed as a provision against database
errors.

2, See
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Refer to "Backup Methods" in the Operation Guide for information on specifying backup settings.
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. Start an instance.

Start with the start mode of the pg_ctl command.

If either of the following conditions are met, the message "FATAL :the database system is starting up(11189)" may be output.
- An application, command, or process connects to the database while the instance is starting

- An instance was started without the -W option specified
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This message is output by the pg_ctl command to check if the instance has started successfully.
Therefore, ignore this message if there are no other applications, commands, or processes that connect to the database.

Example

$ pg_ctl start -D /database/instl

25 See
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Refer to "pg_ctl" in "Reference™ in the PostgreSQL Documentation for information on the pg_ctl command.
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Ln Note

If the -W option is specified, the command will return without waiting for the instance to start. Therefore, it may be unclear as to
whether instance startup was successful or failed.

4.4 Configuring Remote Connections

This section describes the settings required when connecting remotely to Fujitsu Enterprise Postgres from a database application or a client
command.

4.4.1 When an Instance was Created with WebAdmin

Settings related to connection
The default is to accept connections from remote computers to the database.
Change "listen_addresses" in postgresgl.conf to modify the default behavior.

Refer to "Appendix D Configuring Parameters" for information on postgresql.conf.

Client Authentication Information settings

The following content is set by default when WebAdmin is used to create an instance.
- Authentication of remote connections from local machines is performed.

When changing Client Authentication Information, select [Client Authentication] from [Setting], and then change the settings.

4.4.2 When an Instance was Created with the initdb Command

Connection settings
The default setting only permits local connections from the client to the database. Remote connections are not accepted.
Change "listen_addresses" in postgresgl.conf to perform remote connection.
All remote connections will be allowed when changed as shown below.

Example

listen_addresses = "**

Also, configure the parameters shown below in accordance with the applications and number of client command connections.

Parameter name Parameter description

superuser_reserved_connections Number of connections reserved for database maintenance, for example backup or
index rebuilding. If you need to simultaneously perform a large number of
processes that exceed the default value, change this value accordingly.
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Parameter name

Parameter description

max_connections

Set the value as:

superuser_reserved_connections

numberOfSimultaneousConnections Tolnstance +

Client authentication information settings

When trying to connect from a client to a database, settings are required to determine whether the instance permits connections from the

client - if it does, then it is possible to make settings to determine if authentication is required.

2, See
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Refer to "The pg_hba.conf File" in "Server Administration" in the PostgreSQL Documentation for details.
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4.5 Other Settings

This section describes settings that are useful for operations.

4.5.1 Error Log Settings

This section explains the settings necessary to monitor errors in applications and operations, and to make discovering the causes easier.

Make error log settings only when instances are created with the initdb command.

When creating instances with WebAdmin, these settings are already made and hence do not need to be set.

Furthermore, some parameters are used by WebAdmin, and if changed, may cause WebAdmin to no longer work properly. Refer to

"Appendix D Configuring Parameters" for details.

Qn Note

Set the output destination for the system log to the server log so that it cannot be viewed by administrators of other instances.

Application errors are output to the system log or server log. The output destination directory for the system log and server log should have

access permissions set so that they cannot be viewed by people other than the instance administrator.

Edit the following parameters in postgresql.conf:

Parameter name

Parameter description

How to enable the settings

syslog_ident

Used to specify labels to attach to messages, so that these can
be identified when output to the system log if more than one
Fujitsu Enterprise Postgres is used.

reload option of the pg_ctl mode

logging_collector

Specify "on" to ensure that messages are output by Fujitsu
Enterprise Postgres to the server log file. The server log file
is created in the log directory in the database cluster.

restart option of the pg_ctl mode

log_destination

Specify "stderr,syslog" to output messages from Fujitsu
Enterprise Postgres to the screen and either the system log or
the event log.

reload option of the pg_ctl mode

log_line_prefix

Specify information to be added at the start of messages
output by an instance. This information is useful for
automatic monitoring of messages.

You can output the SQLSTATE value, output time,
executing host, application name, and user ID.
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Parameter name

Parameter description

How to enable the settings

Refer to "What To Log" in the PostgreSQL Documentation
for details.

Example: log_line_prefix = '%e: %t [%p]: [%l-1] user =
%u,db = %(d,remote = %r app = %a "

E’ Point
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- If you want fewer application errors being output to the system log, refer to "When To Log" and "What To Log" in the PostgreSQL

Documentation for information on how to reduce the output messages.

- If you want to separate errors output from other software, refer to “"Where To Log" in the PostgreSQL Documentation to change the

output destination to the server log file rather than the system log.
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4.5.2 Configuring Automatic Start and Stop of an Instance

You can automatically start or stop an instance when the operating system on the database server is started or stopped.

Use the following procedure to configure automatic start and stop of an instance.

Note that, if an instance is started in a failover operation, the cluster system will control the start or stop, therefore this feature should not
be used. Also, when performing database multiplexing, refer to "Enabling Automatic Start and Stop of Mirroring Controller and

Multiplexed Instances" in the Cluster Operation Guide (Database Multiplexing).

Note that "<x>" in paths indicates the product version.

4}1 Note

You should wait for time correction, network setup, and so on.

1. Create a unit file

Copy the unit file sample stored in the directory below, and revise it to match the target instance.

fujitsuEnterprisePostgresinstalIDir/share/fsepsvoi.service.sample

Example

In the following example, the installation directory is "/opt/fsepv<x>server64"”, and the instance name is "inst1".

# cp /opt/fsepv<x>server64/share/fsepsvoi.service.sample /usr/lib/systemd/system/
fsepsvoi_instl.service

Revise the underlined portions of the options below in the unit file.

Section Option Specified value Description
Unit Description Fujitsu Enterprise Postgres instanceName Specifies the feature overview.
Specifies the name of the target
instance. (*1)
Service ExecStart /bin/bash -c 'installDirbin/pgx_symstd start | Command to be executed when the
installDir dataStorageDestinationDir service is started.
ExecStop /bin/bash -c 'installDirbin/pgx_symstd stop | Command to be executed when the
InstallDir dataStorageDestinationDir service is stopped.
ExecReload | /bin/bash -c 'installDinbin/pgx_symstd Command to be executed when the
reload installDir dataStorageDestinationDir | service is reloaded
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Section Option Specified value Description

User User OS user account of the instance
administrator.
Group Group Group to which the instance

administrator user belongs.

*1: The instance name should be as follows:
If WebAdmin is used to create the instance: instanceName

If the initdb command is used to create the instance: name Thatldentifies Thelnstance
The naming conventions for the instance name or for identifying the instance are as follows:

- Up to 16 bytes
- The first character must be an ASCII alphabetic character
- The other characters must be ASCII alphanumeric characters
2. Enable automatic start and stop
As the OS superuser, use the systemctl command to enable automatic start and stop.

Example

# systemctl enable fsepsvoi_instl._service

4.5.3 Settings when Using the Features Compatible with Oracle Databases

To use the features compatible with Oracle databases, create a new instance and execute the following command for the “postgres” and
"templatel" databases:

CREATE EXTENSION oracle_compatible;

Features compatible with Oracle databases are defined as user-defined functions in the "public” schema created by default when database
clusters are created, so they can be available for all users without the need for special settings.

For this reason, ensure that "public" (without the double quotation marks) is included in the list of schema search paths specified in the
search_path parameter.

There are also considerations for use the features compatible with Oracle databases. Refer to " Precautions when Using the Features
Compatible with Oracle Databases" in the Application Development Guide for details.

4.5.4 LDAP Authentication File Settings

The LDAP authentication file refers to the following OS standard default file

/etc/openldap/Idap.conf

If you wish to use a different file, specify the LDAP authentication file you wish to set in an environment variable such as LDAPCONF,
and then restart the Postgres instance. Please refer to the OpenLDAP documentation for detailed configuration details.

4.5.5 Setting the server keytab file for GSSAPI authentication

When setting the server keytab file for GSSAPI authentication, be sure to set the "krb_server_keyfile" parameter in postgresgl.cocnf.

gn Note

The description of the "krb_server_keyfile" parameter in the "PostgreSQL Documentation™ states that the default value is "FILE The default
value is "FILE:/usr/local/pgsql/etc/krb5.keytab™ in the "PostgreSQL Documentation”, but the default value is invalid for Fujitsu Enterprise
Postgres.
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4.5.6 Settings for Using Legacy OpenSSL Providers

If you use a legacy OpenSSL provider, create an OpenSSL configuration file and set the parameters in postgresql.conf.

OpenSSL configuration file
Create an OpenSSL configuration file in any directory for legacy providers to use.

Example

openssl_conf = openssl_init

[openssl_init]
providers = provider_sect

[provider_sect]
default = default_sect
legacy = legacy_sect

[default_sect]
activate = 1

[legacy_sect]
activate = 1

Parameters

- openssl_conf
Specify the OpenSSL configuration file created above.

Example

openssl_conf = "/path/to/openssl.conf*

- openssl_modules

Specifies the installation directory for the server product that contains the additional OpenSSL modules.

Example

openssl_modules = "/opt/fsepv<x>server64/lib/ossl-modules”

"< x >" indicates the product version.

2 See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to "Parameters" in the Operation Guide for information for parameters.

© 0 000000000000000000000000000000000000000000000000O0C0COCOCOCEOCEOCEOCIOCEOCOCOCEOCIOCIOCIOCOCIOCOCIOCOCOC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

4.6 Integration with Message-Monitoring Software

To monitor messages output by Fujitsu Enterprise Postgres using software, configure the product to monitor SQLSTATE, instead of the
message text - this is because the latter may change when Fujitsu Enterprise Postgres is upgraded.

Configure Fujitsu Enterprise Postgres to output messages in a format that can be read by the message-monitoring software by specifying
"%e" in the log_line_prefix parameter of postgresql.conf to output the SQLSTATE value.

A setting example is shown below - it outputs the output time, executing host, application name, and user ID, in addition to the SQLSTATE
value.

Example

log_line_prefix = "%e: %t [%p]: [%1-1] user = %u,db = %d,remote = %r app = %a
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2 See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to "What To Log" in the PostgreSQL Documentation for information on how to configure the settings.

© 0 000000000000000000000000000000000000000000000000O0C0COCOCOCEOCEOCEOCIOCEOCOCOCEOCIOCIOCIOCOCIOCOCIOCOCOC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

4.7 Setting Up and Removing OSS

This section explains how to set up OSS supported by Fujitsu Enterprise Postgres.

If you want to use OSS supported by Fujitsu Enterprise Postgres, follow the setup procedure.
If you decide not to use the OSS supported by Fujitsu Enterprise Postgres, follow the removing procedure.

To build and use OSS obtained from the web, etc., instead of OSS supported by Fujitsu Enterprise Postgres, see "4.7.11 Build with PGXS".

;ﬂ Information

- In this section, the applicable database that enables the features of each OSS is described as "postgres".

- Execute CREATE EXTENSION for the "templatel"” database also, so that each OSS can be used by default when creating a new
database.

Refer to "OSS Supported by Fujitsu Enterprise Postgres" in the General Description for information on OSS other than those described
below.

4.7.1 oracle fdw

4.7.1.1 Setting Up oracle fdw

1. Add the path of the OCI library to the environment variable. The available version of the OCI library is 11.2 or later.
Add the installation path of the OCI library to the LD_LIBRARY_PATH environment variable.

2. As superuser, run the following command:

$ su -
Password:******
# cp -r /opt/fsepv<x>server64/0SS/oracle_fdw/* /opt/fsepv<x>server64

3. If a file named libcintsh.so.11.1 does not exist in your OCI library, create a symbolic link with the name libclntsh.so0.11.1 to
libcIntsh.so.xx.1 (xx is the version of the OCI library).

# In -s libcIntsh.so0.12.1 libclntsh.so0.11.1

4. Restart Fujitsu Enterprise Postgres.

5. Execute CREATE EXTENSION for the database that will use this feature.
Use the psgl command to connect to the "postgres™ database.

postgres=# CREATE EXTENSION oracle_fdw;
CREATE EXTENSION

;ﬂ Information

- If the OCI library is not installed on the server, install it using the Oracle client or Oracle Instant Client.
Refer to the relevant Oracle manual for information on the installation procedure.

- If the version of the OCI library is updated, change the path of the OCI library in the LD_LIBRARY_PATH environment variable to
the updated path. Also, re-create the symbolic link named libcIntsh.so.11.1 if necessary.
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Qn Note

This feature cannot be used on instances created in WebAdmin. It can only be used via server commands.

4.7.1.2 Removing oracle_fdw

1. Execute DROP EXTENSION for the database that will use this feature.
Use the psgl command to connect to the "postgres™ database.

postgres=# DROP EXTENSION oracle_fdw CASCADE;
DROP EXTENSION

2. As superuser, run the following command:

$ su -
Password :*****>*
# rm -rf /opt/fsepv<x>server64/filesCopiedDuringSetup

,ﬂ Information

The files copied during setup can be checked below.

# find /opt/fsepv<x>server64/0SS/oracle_fdw

4.7.2 pg_bigm

4.7.2.1 Setting Up pg_bigm

1. Set the postgresql.conf file parameters.
Add "pg_bigm" to the shared_preload_libraries parameter.

2. As superuser, run the following command:

$ su -
Password:******
# cp -r /opt/fsepv<x>server64/0SS/pg_bigm/* /opt/fsepv<x>server64

3. Restart Fujitsu Enterprise Postgres.

4. Execute CREATE EXTENSION for the database that will use this feature.
Use the psgl command to connect to the "postgres™ database.

postgres=# CREATE EXTENSION pg_bigm;
CREATE EXTENSION

4.7.2.2 Removing pg_bigm

1. Execute DROP EXTENSION for the database that will use this feature.
Use the psgl command to connect to the "postgres™ database.

postgres=# DROP EXTENSION pg_bigm CASCADE;
DROP EXTENSION

2. As superuser, run the following command:

$ su -
Password:******
# rm -rf /opt/fsepv<x>server64/filesCopiedDuringSetup
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;ﬂ Information

The files copied during setup can be checked below.

# find /opt/fsepv<x>server64/0SS/pg_bigm

3. Set the postgresgl.conf file parameters.
Delete "pg_bigm" to the shared_preload_libraries parameter.

4. Restart Fujitsu Enterprise Postgres.

4.7.3 pg_hint_plan

4.7.3.1 Setting Up pg_hint_plan

1. Set the postgresql.conf file parameters.
Add "pg_hint_plan" to the "shared_preload_libraries" parameter.

2. As superuser, run the following command:

$ su -
Password :******
# cp -r /opt/fsepv<x>server64/0SS/pg_hint_plan/* /opt/fsepv<x>server64

3. Restart Fujitsu Enterprise Postgres.

4. Run CREATE EXTENSION for the database that uses this feature.
The target database is described as "postgres™ here.
Use the psgl command to connect to the "postgres" database.

postgres=# CREATE EXTENSION pg_hint_plan;
CREATE EXTENSION

i See

© 00 0000000000000 00000000000000000000000000000000OC0COC0COCOCOCOCOCOCCOCOCO00C00C00C00C0C0000000600000000000000000

Refer to "Optimizer Hints" in the Application Development Guide for details.

© 0000000000000 00000000000000000000000000000000000O0CO0C0CL0COCOCOCOCOCOCOCOCOCO00C0C0C0C00000000000000000000000000

4.7.3.2 Removing pg_hint_plan

gn Note

Unsetting pg_hint_plan will cause hints registered in the hint_plan.hints table to be lost. Therefore, it is recommended that pg_dump back
up the hint_plan.hints table for each database if it is likely that pg_hint_plan will be used again later.

1. Execute DROP EXTENSION for the database that will use this feature.
Use the psgl command to connect to the "postgres™ database.

postgres=# DROP EXTENSION pg_hint_plan CASCADE;
DROP EXTENSION

2. As superuser, run the following command:

$ su -
Password : ******
# rm -rf /opt/fsepv<x>server64/filesCopiedDuringSetup
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;ﬂ Information

The files copied during setup can be checked below.

# find /opt/fsepv<x>server64/0SS/pg_hint_plan

3. Set the postgresgl.conf file parameters.
Delete "pg_hint_plan" to the shared_preload_libraries parameter.

4. Restart Fujitsu Enterprise Postgres.

4.7.4 pg_dbms_stats

4.7.4.1 Setting Up pg_dbms_stats

1. Set the postgresql.conf file parameter.
Add "pg_dbms_stats" to the "shared_preload_libraries" parameter.

2. As superuser, run the following command:

$ su -
Password :******
# cp -r /opt/fsepv<x>server64/0SS/pg_dbms_stats/* /opt/fsepv<x>server64

3. Restart Fujitsu Enterprise Postgres.

4. Run CREATE EXTENSION for the database that will use this feature.
The target database is described as "postgres" here.
Use the psgl command to connect to the "postgres™ database.

postgres=# CREATE EXTENSION pg_dbms_stats;
CREATE EXTENSION

i See

© 00 0000000000000 00000000000000000000000000000000OC0COC0COCOCOCOCOCOCCOCOCO00C00C00C00C0C0000000600000000000000000

Refer to "Optimizer Hints" in the Application Development Guide for details.

© 0000000000000 00000000000000000000000000000000000O0CO0C0CL0COCOCOCOCOCOCOCOCOCO00C0C0C0C00000000000000000000000000

4.7.4.2 Removing pg_dbms_stats

gn Note

Unsetting pg_dbms_stats causes statistics managed by pg_dbms_stats to be lost. Therefore, it is recommended that you back up each table
in the dbms_stats folder of each database in binary format if you may want to use pg_dbms_stats again later.

postgres > # COPY <dbms_stats Schema®s table name> TO "<Filename>" FORMAT binary;

1. Execute DROP EXTENSION for the database that will use this feature.
Use the psgl command to connect to the "postgres" database.

postgres=# DROP EXTENSION pg_dbms_stats CASCADE;
DROP EXTENSION

2. As superuser, run the following command:

$ su -
Password: ******
# rm -rf /opt/fsepv<x>server64/filesCopiedDuringSetup
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;ﬂ Information

The files copied during setup can be checked below.

# find /opt/fsepv<x>server64/0SS/pg_dbms_stats

3. Set the postgresgl.conf file parameters.
Delete "pg_dbms_stats" to the shared_preload_libraries parameter.

4. Restart Fujitsu Enterprise Postgres.

4.7.5 pg_repack

4.7.5.1 Setting Up pg_repack

1. As superuser, run the following command:

$ su -
Password:******
# cp -r /opt/fsepv<x>server64/0SS/pg_repack/* /opt/fsepv<x>server64

2. Execute CREATE EXTENSION for the database that will use this feature.
Use the psgl command to connect to the "postgres" database.

postgres=# CREATE EXTENSION pg_repack;
CREATE EXTENSION

4.7.5.2 Removing pg_repack

1. Execute DROP EXTENSION for the database that will use this feature.
Use the psgl command to connect to the "postgres™ database.

postgres=# DROP EXTENSION pg_repack CASCADE;
DROP EXTENSION

2. As superuser, run the following command:

$ su -
Password :******
# rm -rf /opt/fsepv<x>server64/filesCopiedDuringSetup

;ﬂ Information

The files copied during setup can be checked below.

# find /opt/fsepv<x>server64/0SS/pg_repack

4.7.6 pg _rman

4.7.6.1 Setting Up pg_rman

1. As superuser, run the following command:

$ su -
Password:******
# cp -r /opt/fsepv<x>server64/0SS/pg_rman/* /opt/fsepv<x>server64

2. Restart Fujitsu Enterprise Postgres.
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;ﬂ Information

Before initialization of the backup catalog, it is recommended to set the parameters below in postgresgl.conf. Refer to the pg_rman manual
(http://ossc-db.github.io/pg_rman/index-ja.html) for details.

- log_directory
- archive_mode

- archive_command

This feature cannot be used on instances created in WebAdmin. It can only be used via server commands.

4.7.6.2 Removing pg_rman

1. As superuser, run the following command:

$ su -
Password: ******
# rm -rf /opt/fsepv<x>server64/filesCopiedDuringSetup

;ﬂ Information

The files copied during setup can be checked below.

# find /opt/fsepv<x>server64/0SS/pg_rman

2. Restart Fujitsu Enterprise Postgres.

4.7.7 pg_statsinfo

4.7.7.1 Setting Up pg_statsinfo
1. Set the postgresgl.conf file parameters.
- Add "pg_statsinfo" to the shared_preload_libraries parameter.
- Specify the log file name for the log_filename parameter.

2. As superuser, run the following command:

$ su -
Password :*****>*
# cp -r /opt/fsepv<x>server64/0SS/pg_statsinfo/* /opt/fsepv<x>server64

3. Restart Fujitsu Enterprise Postgres.

;ﬂ Information

Note that pg_statsinfo forcibly overwrites the settings below.
- log_destination

"csvlog" is added and "stderr" is deleted.
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- logging_collector

"on" is set.

This feature cannot be used on instances created in WebAdmin. It can only be used via server commands.

4.7.7.2 Removing pg_statsinfo

1. As superuser, run the following command:

$ su -
Password:******
# rm -rf /opt/fsepv<x>server64/filesCopiedDuringSetup

;ﬂ Information

The files copied during setup can be checked below.

# find /opt/fsepv<x>server64/0SS/pg_statsinfo

2. Set the postgresgl.conf file parameters.
- Delete "pg_statsinfo" to the shared_preload_libraries parameter.
- Delete the log file name for the log_filename parameter.

3. Restart Fujitsu Enterprise Postgres.

4.7.8 pgBadger

4.7.8.1 Setting Up pgBadger

1. Set the postgresql.conf file parameters.
Set the parameters so that the information required for analysis is output to the server log.
Refer to "Documentation™ in the pgBadger website (https://pgbadger.darold.net/) for details.
The pgBadger material is stored under /opt/fsepv<x>server64/0SS/pgbadger.

2. Restart Fujitsu Enterprise Postgres.

4.7.8.2 Removing pgBadger

1. Set the postgresql.conf file parameters.
Restores information you specified during Setup.

2. Restart Fujitsu Enterprise Postgres.

4.7.9 Pgpool-Il

4.7.9.1 Setting Up Pgpool-I

1. As superuser, run the following command:

$ su -
Password:******
# cp -r /opt/fsepv<x>server64/0SS/Pgpool-11/* /opt/fsepv<x>server64
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4,

Execute CREATE EXTENSION for the database that will use this feature.
Use the psgl command to connect to the "postgres” database.

postgres=# CREATE EXTENSION pgpool_recovery;
CREATE EXTENSION

Set the postgresgl.conf file parameters.
Specify the path to pg_ctl for the pgpool.pg_ctl parameter.

Restart Fujitsu Enterprise Postgres.

gn Note

The online recovery feature of Pgpool-Il cannot be used on instances created in WebAdmin. It can only be used via server commands.

4.7.9.2 Removing Pgpool-I

1.

Execute DROP EXTENSION for the database that will use this feature.
Use the psgl command to connect to the "postgres™ database.

postgres=# DROP EXTENSION pgpool_recovery CASCADE;
DROP EXTENSION

As superuser, run the following command:

$ su -
Password:******
# rm -rf /opt/fsepv<x>server64/filesCopiedDuringSetup

;ﬂ Information

The files copied during setup can be checked below.

# find /opt/fsepv<x>server64/0SS/Pgpool-11

Set the postgresgl.conf file parameters.
Delete the pg_ctl path for the pgpool.pg_ctl parameter.

Restart Fujitsu Enterprise Postgres.

4.7.10 pgBackRest

4.7.10.1 Setting Up pgBackRest

1.

The use of pgBackRest determines how pgBackRest material is deployed.

To use the pgbackrest command on the same host as the Fujitsu Enterprise Postgres server, use the pgBackRest that ships with the
server. However, if you want to connect to and use a version of the Fujitsu Enterprise Postgres server for which pgBackRest is not
available, use pgBackRest, which ships with the client. See also Notes.

To use the pgbackrest command on a different host than the Fujitsu Enterprise Postgres server, use the pgBackRest that is shipped
with the client.

Set the environment variable PATH for pgBackRest.

The pgBackRest material is stored under /opt/fsepv<x>server64/0SS/pgbackrest on the Fujitsu Enterprise Postgres server, and
under /opt/fsepv<x>client64/0OSS/pgbackrest on the client.
Set the environment variable PATH to the storage location/bin of the pgBackRest material to be used.
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Example of using pgBackRest material stored on the server:

$ PATH=/opt/fsepv<x>server64/0SS/pgbackrest/bin:$PATH ; export PATH

Example of using pgBackRest material stored on the client:

$ PATH=/opt/fsepv<x>client64/0SS/pgbackrest/bin:$PATH ; export PATH

3. Perform pgBackRest setup.
Refer to " User Guides " in the pgBackRest website (https://pgbackrest.org/) for details.

gn Note

This feature is not available for instances created with WebAdmin. It is available only for operation using server commands.

If you are using pgBackRest, you cannot use the commands pg_rman, pgx_dmpall, or pgx_rcvall.

- If you are connecting to an Fujitsu Enterprise Postgres 13 or 14 server and want to use pgBackRest, use pgBackRest, which is shipped
with the Fujitsu Enterprise Postgres Client 15.

If you specify the installation directory/lib for Fujitsu Enterprise Postgres 13 or 14 inthe LD_LIBRARY_PATH environment variable,
pgBackRest will reference the Fujitsu Enterprise Postgres 13 or 14 libraries, not the ones it should reference. Therefore, remove the path
to the Fujitsu Enterprise Postgres 13 or 14 installation directory/lib from the environment variable LD_LIBRARY_PATH before
running the pgbackrest command. In addition to executing the pgbackrest command directly, you should also take action on the
pgbackrest command specified in the archive_command in postgresql.conf.

Example of specifying the LD_LIBRARY_PATH environment variable for archive_command in postgresql.conf

If Jopt/fsepv13server64/lib:/data/lib is specified in LD_LIBRARY_PATH

archive_command = "LD_LIBRARY_PATH=/data/lib pgbackrest --config=/backrest/pgbackrest.conf --
stanza=app archive-push %p*

4.7.10.2 Removing pgBackRest
1. Sets parameters in the postgresgl.conf file.
Reverses the information specified during setup
2. Restart Fujitsu Enterprise Postgres.

3. If it was set to perform periodic backups, unset it.

4.7.10.3 Servers to which pgBackRest can connect

The following table lists server that pgBackRest can connected to.

Table 4.1 Connectable server

(OFS) Product name

Linux - Fujitsu Enterprise Postgres Advanced Edition 13 or later ,up to 15 SP2

- Fujitsu Enterprise Postgres Standard Edition 13 or later ,up to 15 SP1

4.7.11 Build with PGXS

Many PostgreSQL extensions are built using a build base for extensions called PGXS. Building with PGXS also generates files related to
llvm. Depending on which version of llvm you are using, follow these steps:

PGXS builds also set DT_RUNPATH to the built binaries. See "4.7.11.4 Setting DT_RUNPATH" for more information.
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4.7.11.1 Using the Default Version of llvm

The default version of llvm is described in "2.1 Required Operating System". If you want to use the default version of llvm, use the OSS
documentation to build and install OSS.

4.7.11.2 Using a Non-Default Version of llvm

1. Assuperuser, copy the Makefile.global corresponding to the version of Ilvm you want to use. The following is an example of using
version 9 of llvm. Makefile.global is overwritten when an emergency fix is applied or removed from Fujitsu Enterpise Postgres, this
procedure should be performed each time a build is performed.

$ su -

Password:******

# cp /opt/fsepv<x>server64/lib/pgxs/src/Makefile.global-vsn9 /opt/fsepv<x>server64/lib/pgxs/src/
Makefile.global

2. Follow the OSS documentation to build and install OSS.

3. As superuser, run the following command:. The following is an example of using version 9 of llvm:.

$ su -
Password:******
# mv /opt/fsepv<x>server64/lib/bitcode/<0SS name>* /opt/fsepv<x>server64/lib/bitcode-vsn9/

4.7.11.3 Without llvm

If you do not use llvm, use the with _ Ilvm = no option when performing the build, as shown below. For other options, follow the OSS
documentation.

# make USE_PGXS=1 with_IlIvm=no

4.7.11.4 Setting DT_RUNPATH

The default values for DT_RUNPATH are <Fujitsu Enterprise Postgres installation directory in the build environment>/lib, and
$ORIGIN /../ lib.

If your build and production environments have the same Fujitsu Enterprise Postgres installation directory, you can run the built program
without setting the environment variable LD_LIBRARY_PATH to <Fujitsu Enterprise Postgres installationdirectory in the operating
environment>/1ib.

If the installation directories of Fujitsu Enterprise Postgres for the build and production environments cannot be in the same location, or the
production installation directory cannot be pre-determined, you can run a program built without <Fujitsu Enterprise Postgres
Installationdirectory in the operating environment>/lib in the LD_LIBRARY_PATH by doing the following:

Set the DT_RUNPATH attribute to any path.

In your production environment, create a symbolic link to <Fujitsu Enterprise Postgres installationdirectory in the operating environment>/
lib in the appropriate path.

To do this, set the DT_RUNPATH attribute in the environment variable PG_LDFLAGS(*1).

If this is not possible, set LD_LIBRARY_PATH to <Fujitsu Enterprise Postgres installationdirectory in the operating environment>/lib
when you run the program.

For notes on setting the environment variable LD_LIBRARY_PATH, see "When DT_RUNPATH cannot be set" in "How to Build and Run
an Application that Uses Shared Libraries" in the Application Development Guide.

*1:For more information about the PG_LDFLAGS environment variable, see "Extension Building Infrastructure” in the PostgreSQL
Documentation. For example, "make USE_PGXS = 1 PG_LDFLAGS =" -WI, -rpath, '$$ORIGIN /../ libdummy', --enable-new-dtags ".

4.7.12 Build without PGXS

For extensions that do not utilize PGXS, but utilize the interface of Fujitsu Enterprise Postgres, build to explicitly set DT_RUNPATH, or
set LD_LIBRARY_PATH to <Fujitsu Enterprise Postgres installation directory>/lib at runtime.
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For information about how to set DT_RUNPATH, refer to "Setting DT_RUNPATH for Applications™ in the Application Development
Guide.

For notes on using LD_LIBRARY_PATH without setting DT_RUNPATH, refer to "When DT_RUNPATH cannot be set" in "How to
Build and Run an Application that Uses Shared Libraries" in the Application Development Guide.

4.8 Deleting Instances

This section explains how to delete an instance.

- 4.8.1 Using WebAdmin

- 4.8.2 Using Server Commands

QJT Note

- Always use WebAdmin to delete instances that were created or imported using WebAdmin. Because WebAdmin management
information cannot be deleted, WebAdmin will determine that the instance is abnormal.

- If you have set automatic start and stop of the instance, execute the following commands to disable the script and cancel registration.

systemctl disable nameOfUnitFileThatPerformsAutomaticStartAndStop
rm /usr/lib/systemd/system/nameOfUnitFileThatPerformsAutomaticStartAndStop

Example

# systemctl disable fsepsvoi_instl.service
# rm /usr/lib/systemd/system/fsepsvoi_instl.service

4.8.1 Using WebAdmin

This section explains how to delete an instance using WebAdmin.

Use the following procedure to delete an instance.
1. Stop the instance
In the [Instances] tab, select the instance to stop and click 0

2. Back up files.

Before deleting the instance, back up any required files under the data storage destination, the backup data storage destination, and
the transaction log storage destination.

3. Delete the instance

In the [Instances] tab, select the instance to delete and click TIJ .

gn Note

Deleting an instance deletes only the following lowest-level directories. If they are not required, delete them manually.
- Data storage destination
- Backup data storage destination

- Transaction log storage destination (if different from the data storage destination)

4.8.2 Using Server Commands

This section explains how to delete an instance using server commands.

Use the following procedure to delete an instance.
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1. Stop the instance
Execute the stop mode of the pg_ctl command.
An example is shown below:

Example

$ pg_ctl stop -D /data/instl

2. Back up files.

Before deleting the instance, back up any required files under the data storage destination, the backup data storage destination, and
the transaction log storage destination.

3. Delete the instance
Use a standard UNIX tool (the rm command) to delete the following directories:
- Data storage destination
- Backup data storage destination

- Transaction log storage destination (if a directory different from the data storage directory was specified)
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IChapter 5 Uninstallation

This chapter describes the procedure for uninstalling Fujitsu Enterprise Postgres.

5.1 Uninstallation in Interactive Mode

Uninstall according to the following procedure:

Note that " xSPZ" in sample windows indicates the version and level of products to uninstall and "<x>" in paths indicates the product version.

gn Note

- All files and directories in the installation directory are deleted during uninstallation. If user files have been placed in the installation
directory, back them up before uninstallation if necessary.

- On SLES, before uninstallation, ensure that JRE 8 is installed, and export the JAVA_HOME environment variable.

#export JAVA_HOME="Jre8InstallDir"

- Toreinstall Fujitsu Enterprise Postgres after it was uninstalled, and reuse an instance that was already created so that it can be managed
from WebAdmin, back up the directory shown below in which the WebAdmin instance management information had been defined
before uninstalling Fujitsu Enterprise Postgres, and then restore the backed up directory to its original location once Fujitsu Enterprise
Postgres has been reinstalled.

Follow the procedure below to perform the backup.
1. Stop the WebAdmin server. Refer to “B.1.3 Stopping the Web Server Feature of WebAdmin" for details.
2. Back up the following directory:

webAdminlnstal IDir/data/fepwa

ﬂ Information

If an error occurs while the product is being uninstalled, refer to "Uninstall (middleware) Messages" in the Fujitsu Enterprise Postgres
product website, and take the required action.

1. Delete the operation information

If the Fujitsu Enterprise Postgres operation information has been registered in the operating system or another middleware product, for
example, then it must be deleted. Cases in which deletion is required are as follows:

- For a cluster system using failover operation integrated with PRIMECLUSTER, stop the cluster applications and delete the cluster
application resources and Fujitsu Enterprise Postgres resources. Refer to the Cluster Operation Guide (PRIMECLUSTER) and
PRIMECLUSTER Installation and Administration Guide for details.

- If you have set automatic start and stop of the instance, execute the following commands to disable the script and cancel registration.

systemctl disable nameOfUnitFileThatPerformsAutomaticStartAndStop
rm /usr/lib/systemd/system/nameOfUnitFileThatPerformsAutomaticStartAndStop

Example

# systemctl disable fsepsvoi_instl.service
# rm /usr/lib/systemd/system/fsepsvoi_instl.service

2. Stop applications and programs

Before starting the uninstallation, stop the following:

-53-




- Applications that use the product
- Connection Manager
- Instance
Using WebAdmin
In the [Instances] tab, select the instance to stop and click 0
Using server commands

Execute the pg_ctl command in stop mode.

$ /opt/fsepv<x>server64/bin/pg_ctl stop -D /database/instl

- Web server feature of WebAdmin
Execute the WebAdminStop command to stop the Web server feature of WebAdmin.
Example

If WebAdmin is installed in /opt/fsepv<x>webadmin:

# cd /opt/fsepv<x>webadmin/sbin
# ./WebAdminStop

- Mirroring Controller
Execute the mc_ctl command with the stop mode option specified and stop the Mirroring Controller.

Example

$ mc_ctl stop -M /mcdir/instl

- pgBadger
- Pgpool-II

3. Start the Uninstall (middleware)

Execute the following command:

# /opt/FJSVcir/cimanager.sh -c

4. Select the software

Type the number for the product to be uninstalled, and press Enter.

5. Start the uninstallation
To start the uninstallation, type "y" and press Enter.

To display the list of products again, type "b" and press Enter.

6. Finish the uninstallation
Upon successful completion, the window below is displayed.

The installation directory may remain after uninstallation. If it is not required, delete it.

Uninstalling. ..
productName is being uninstalled now.

100% #HHtHHARBHHHARBHHHHHAHHHHAR T

The following products have been uninstalled successfully:
productName
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Uninstallation of "productName™ has completed successfully.

Exiting Uninstaller.

5.2 Uninstallation in Silent Mode

Uninstall according to the following procedure:

Qn Note

- All files and directories in the installation directory are deleted during uninstallation. If user files have been placed in the installation
directory, back them up before uninstallation if necessary.

- On SLES, before uninstallation, ensure that JRE 8 is installed, and export the JAVA_HOME environment variable.

#export JAVA_HOME="Jre8InstallDir"

- Toreinstall Fujitsu Enterprise Postgres after it was uninstalled, and reuse an instance that was already created so that it can be managed
from WebAdmin, back up the directory shown below in which the WebAdmin instance management information had been defined
before uninstalling Fujitsu Enterprise Postgres, and then restore the backed up directory to its original location once Fujitsu Enterprise
Postgres has been reinstalled.

Follow the procedure below to perform the backup.
1. Stop the WebAdmin server. Refer to "B.1.3 Stopping the Web Server Feature of WebAdmin" for details.
2. Back up the following directory:

webAdminlnstal IDir/data/fepwa

2, See
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Refer to the Fujitsu Enterprise Postgres product website for information on uninstallation in silent mode, such as the error messages.
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1. Delete the operation information

If the Fujitsu Enterprise Postgres operation information has been registered in the operating system or another middleware product, for
example, then it must be deleted. Cases in which deletion is required are as follows:

- For a cluster system using failover operation integrated with PRIMECLUSTER, stop the cluster applications and delete the cluster
applications resources and Fujitsu Enterprise Postgres resources. Refer to the Cluster Operation Guide (PRIMECLUSTER) and
PRIMECLUSTER Installation and Administration Guide for details.

- If you have set automatic start and stop of the instance, execute the following commands to disable the script and cancel registration.

systemctl disable nameOfUnitFileThatPerformsAutomaticStartAndStop
rm /usr/lib/systemd/system/nameOfUnitFileThatPerformsAutomaticStartAndStop

Example

# systemctl disable fsepsvoi_instl._service
# rm /usr/lib/systemd/system/fsepsvoi_instl.service

2. Stop applications and programs

Before starting the uninstallation, stop the following:
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- Applications that use the product
- Connection Manager
- Instance
Using WebAdmin
In the [Instances] tab, select the instance to stop and click 0
Using server commands

Execute the pg_ctl command with the stop mode option specified.

$ /opt/fsepv<x>server64/bin/pg_ctl stop -D /database/instl

- Web server feature of WebAdmin
Execute the WebAdminStop command to stop the Web server feature of WebAdmin.
Example

If WebAdmin is installed in /opt/fsepv<x>webadmin:

# cd /opt/fsepv<x>webadmin/sbin
# ./WebAdminStop

- Mirroring Controller
Execute the mc_ctl command with the stop mode option specified and stop the Mirroring Controller.

Example

$ mc_ctl stop -M /mcdir/instl

- pgBadger
- Pgpool-II

3. Run the uninstallation
Execute the command below.
The installation directory may remain after uninstallation. If it is not required, delete it.

Example

# /opt/fsepv<x>server64/setup/suninst.sh

In the example above, /opt/fsepv<x>server64/setup is the name of the installation directory in which the server product is installed.

# /opt/fsepv<x>webadmin/setup/suninst.sh

In the example above, /opt/fsepv<x>webadmin/setup is the name of the installation directory in which the WebAdmin is installed.

# /opt/fsepv<x>pgpool-11/setup/suninst.sh

In the example above, /opt/fsepv<x>pgpool-I1/setup is the name of the installation directory in which the Pgpool-II is installed.
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Appendix A Recommended WebAdmin Environments

This appendix describes the recommended WebAdmin environment. The following explanation is based on the assumption that Microsoft
Edge is used unless otherwise stated.

gn Note

The displayed screen varies depending on your environment, so check and set according to the screen.

A.1 Recommended Browser Settings

- Use a display resolution of 1280 x 768 or higher, and 256 colors or more.

- Select [Setting] >>[Appearance] >> [Font size] >> [Medium (Recommended)].

- Select [Setting] >>[Appearance] >> [Zoom] >> [100%].

A.2 How to Set Up the Pop-up Blocker

If the Pop-up Blocker is enabled, use the procedure below to configure settings to allow pop-ups from the server where Fujitsu Enterprise
Postgres is installed.

1. Click [Setting] >> [Cookie and site permissions] >> [All Permissions] >> [Pop-ups and redirects].
If the [Block (Recommended)] switch is not on (blue), the pop-up blocker is not working, and no further action is required.

2. Under [Pop-ups and Redirects], click the [Allow] >> [Add] button.

3. In[Add Site], in [Site], enter the address of the server where you installed Fujitsu Enterprise Postgres and click the [Add] button.
4. Close Microsoft Edge.
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Appendix B Setting Up and Removing WebAdmin

This appendix describes how to set up and remove WebAdmin.

Note that "<x>" in paths indicates the product version.

B.1 Setting Up WebAdmin

This section explains how to set up WebAdmin.

B.1.1 Setting Up WebAdmin

Follow the procedure below to set up WebAdmin.

1. Change to the superuser
Acquire superuser privileges on the system.

Example

$ su -
Password : ******

2. Set up WebAdmin
Set up WebAdmin.
Example

If WebAdmin is installed in /opt/fsepv<x>webadmin:

# cd /opt/fsepv<x>webadmin/sbin
# _/WebAdminSetup

3. Specify the port number
Specify the following port numbers to be used in WebAdmin.
Refer to the "/etc/services" file and only change to a different port number if there is overlap with a port number from another service.

Make a note of the port number for the Web server, because it will be required for starting the WebAdmin window.

Item Value (recommended
value)
Web server port number 27515
enter port number of Web Server (default: 27515):
WebAdmin internal port number 27516
enter Internal port number for WebAdmin (default: 27516):
WebAdmin automatic start y
Start WebAdmin automatically when system starting? [y,n]
(default: y)

Web server port number

Specify a numeric value from 1024 to 32767 for the port number to be used for communication between the Web browser and the Web
server.

The Web server port number will be registered as a port number with the following service name in the "/etc/services" file.
fsep_150_WA_64_WebAdmin_Portl
WebAdmin internal port number

Specify a numeric value from 1024 to 32767 for the port number to be used for communication between the Web server and the
WebAdmin runtime environment.
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The WebAdmin internal port number will be registered as a port number with the following service name in the /etc/services file.
fsep_150 WA _64 WebAdmin_Port2
WebAdmin automatic start

Select whether or not to start WebAdmin when the machine is started.

4}1 Note

- Unused port numbers
Irrespective of the information specified in the "/etc/services" file, unused port numbers in the OS and other products can sometimes
be automatically numbered and then used, or port numbers specified in environment files within products may also be used. Check the
port numbers used by the OS and other products, and ensure that these are not duplicated.

- Access restrictions
Prevent unauthorized access and maintain security by using a firewall product, or the packet filtering feature of a router device, to
restrict access to the server IP address and the various specified port numbers.

- Port access permissions
If a port is blocked (access permissions have not been granted) by a firewall, enable use of the port by granting access. Refer to the
vendor document for information on how to grant port access permissions.
Consider the security risks carefully when opening ports.

- Changing port numbers
When using WebAdmin in multiserver mode, it is recommended not to change WebAdmin ports after creating instances. Otherwise,
the created instances may not be accessible through WebAdmin after the port is changed.

B.1.2 Starting the Web Server Feature of WebAdmin

Follow the procedure below to start the Web server feature of WebAdmin.

1. Change to the superuser
Acquire superuser privileges on the system.

Example

$ su -
Password :******

2. Start the Web server feature of WebAdmin
Execute the WebAdminStart command to start the Web server feature of WebAdmin.
Example

If WebAdmin is installed in /opt/fsepv<x>webadmin:

# cd /opt/fsepv<x>webadmin/sbin
# ./WebAdminStart

B.1.3 Stopping the Web Server Feature of WebAdmin

Follow the procedure below to stop the Web server feature of WebAdmin.

1. Change to the superuser
Acquire superuser privileges on the system.

Example

$ su -
Password:******
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2. Stop the Web server feature of WebAdmin
Execute the WebAdminStop command to stop the Web server feature of WebAdmin.
Example

If WebAdmin is installed in /opt/fsepv<x>webadmin:

# cd /opt/fsepv<x>webadmin/sbin
# ./WebAdminStop

L:n Note

- For efficient operation of WebAdmin, it is recommended that the Web server feature be stopped only during a scheduled maintenance
period.

- When WebAdmin is used to create and manage instances in a multiserver configuration, the Web server feature must be started and
running on all servers at the same time.

B.2 Removing WebAdmin

This section explains how to remove WebAdmin.

This removal procedure stops WebAdmin and ensures that it no longer starts automatically when the machine is restarted.
1. Change to the superuser
Acquire superuser privileges on the system.

Example

$ su -
Password :******

2. Remove WebAdmin setup
Execute the WebAdminSetup command to remove WebAdmin setup.
Example

If WebAdmin is installed in /opt/fsepv<x>webadmin:

# cd /opt/fsepv<x>webadmin/sbin
# ./WebAdminSetup -d

B.3 Using an External Repository for WebAdmin

WebAdmin can be configured to use an external database, where it can store the various metadata information it uses. WebAdmin will use
this database as a repository to store the information it uses to manage all the created instances. This can be a Fujitsu Enterprise Postgres
database or an Open Source PostgreSQL V9.2 or later database.

Using an external database as a WebAdmin repository provides you with more flexibility in managing WebAdmin. This repository can be
managed, backed up and restored as needed using pgAdmin or command line tools, allowing users to have greater flexibility and control.

Follow the procedure below to set up the repository.

1. Start WebAdmin, and log in to the database server.
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2. Click the [Settings] tab, and then click ‘@ in the [WebAdmin repository configuration] section.

@ Fujitsu Enterprise Postgres English v fsepuser v FU]G'I’TSU
& Instances Settings
B ry wallet

WebAdmin repository configuration v @

* indicates required field(s)

Database type Fujitsu Enterprise Postgres
Host name * . rd bHost

Port * 27500

Database name * Webadmlndb -
User name * postgres

Password” = seeeseee.

Test connection

£

User preferences

Auto-refresh instance Disabled

3. Enter the following items:
- [Host name]: Host name of the database server

- [Port]: Port number of the database server

[Database name]: Name of the database

- [User name]: User name to access the database

[Password]: Password of the database user

Q{ Note

- Database type
It is recommended to use a Fujitsu Enterprise Postgres database as a repository. A compatible PostgreSQL database can also be
used as an alternative.

- Itis recommended to click [Test connection] to ensure that the details entered are valid and WebAdmin is able to connect to the
target database.

- Host name, Database name, User name, Password should not contain hazardous characters. Refer to "Appendix C WebAdmin
Disallow User Inputs Containing Hazardous Characters".

4. Click s to register the repository details.
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Qn Note

- Once the repository is set up, it can be changed any number of times by the user logged into WebAdmin. When a repository is changed:

- Itis recommended to preload the backup into this database.
- If the data is not preloaded, WebAdmin will create a new repository.

- The database repository can be set up even after WebAdmin was already used to create instances. In that scenario, the instances already
created are retained and can continue to be operated on.

- If the instance used as a repository is stopped, WebAdmin will be unusable. For this reason, it is recommended to be familiar with

starting an instance from the command line. If the instance is stopped for any reason, start it from the command line and WebAdmin
will be usable again.

B.4 Using the WebAdmin Auto-Refresh Feature

The WebAdmin auto-refresh feature automatically refreshes the operating status of all instances in the Instance list at the specified interval.
It also refreshes the details of the selected instance.

Follow the procedure below to configure the auto-refresh options.
1. Click the [Settings] tab, and then click ;@ in the [User preferences] section.
2. Enter the following items:
- [Auto-refresh instance]: To use the auto-refresh feature, select "Enabled". The default is "Disabled".

- [Refresh interval (seconds)]: Number of seconds between each refresh. This is a countdown timer, which is reset every time the
instance status is refreshed by any operation. Specify a value from 30 to 3600 (seconds). The default is 30.

3. Click s to save the auto-refresh settings.

& Note

- Auto-refresh will run only if the [Instances] page is displayed and no user-initiated operation is in progress.

- Atext indicator, which is independent of auto-refresh, is displayed at the top of the Instance list. It is dynamically updated to display
when the page was last refreshed.
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Appendix C WebAdmin Disallow User Inputs Containing
Hazardous Characters

WebAdmin considers the following as hazardous characters, which are not allowed in user inputs.
I (pipe sign)
& (ampersand sign)
; (semicolon sign)
$ (dollar sign)

% (percent sign)

()]

(at sign)
* (single apostrophe)

" (quotation mark)

\" (backslash-escaped apostrophe)

\" (backslash-escaped quotation mark)
<> (triangular parenthesis)

O (parenthesis)

+ (plus sign)

CR (Carriage return, ASCII 0x0d)

LF (Line feed, ASCII 0x0a)

, (comma sign)

\ (backslash)
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Appendix D Configuring Parameters

WebAdmin operates and manages databases according to the contents of the following configuration files:
- postgresql.conf
Contains various items of information that define the operating environment of Fujitsu Enterprise Postgres.
- pg_hba.conf
Contains various items of information related to client authentication.

These configuration files are deployed to a data storage destination. Data is written to them when the instance is created by WebAdmin and
when settings are changed, and data is read from them when the instance is started and when information from the [Setting] menu is
displayed.

Direct editing of each configuration file is possible with a text editor.

2, See
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Refer to "Server Configuration" and "Client Authentication" in "Server Administration" in the PostgreSQL Documentation for information
on the parameters.
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& Note

WebAdmin checks for port number and backup storage path anomalies when various operations are performed. An anomaly occurs when
the value of [Port number] and/or [Backup storage path] in WebAdmin is different from the value of the corresponding parameter in

postgresql.conf. Refer to "Anomaly Detection and Resolution™ in the Operation Guide for details.

postgresql.conf

Parameters that can be changed in WebAdmin

The postgresql.conf parameters that can be changed in WebAdmin are shown below:

Section

WebAdmin item

postgresgl.conf file parameter

Instance Configuration

Character encoding

Character set

client_encoding

Message locale

Ic_messages

Communication

Max connections

max_connections

SQL options Transform NULL format transform_null_equals
Date output format DateStyle (*1)
Interval output format IntervalStyle
Number of digits for floating values extra_float_digits
Transaction isolation levels default_transaction_isolation
Currency format Ic_monetary
Date and time format Ic_time
Numerical value format Ic_numeric
Memory Sort memory (KB) work_mem

Shared buffers (KB)

shared_buffers

Streaming replication

WAL level

wal_level
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Section

WebAdmin item

postgresqgl.conf file parameter

Maximum WAL senders

max_wal_senders

WAL save size (MB)

wal_keep_size

Hot standby

hot_standby

Synchronous standby names

synchronous_standby _names

WAL receiver timeout (ms)

wal_receiver_timeout

Edit instance

Instance name

n/a

Instance port

port

Backup storage path

backup_destination

*1: If you specify "Postgres" as the output format, dates will be output in the "12-17-1997" format, not the "Wed Dec 17 1997" format
used in the PostgreSQL Documentation.

_ﬂ Information

- Calculate the maximum number of connections using the formula below:

maximumNumberOfConnections = maximumNumberOfConnectionsFromApplications + 3 (*1)

*1: 3 is the default number of connections required by the system.
Calculate the maximum number of connections using the following formula when changing superuser_reserved_connections
(connections reserved for use by the superuser) in postgresgl.conf.

maximumNumberOfConnections = maximumNumberOfConnectionsFromApplications +
superuser_reserved_connections

- Also check if the memory used exceeds the memory installed (refer to "Parameters automatically set by WebAdmin according to
the amount of memory").

- When modifying "Shared buffers" or "Max connections", edit the kernel parameter. Refer to "Appendix H Configuring Kernel
Parameters", and "Managing Kernel Resources" in "Server Administration™ in the PostgreSQL Documentation for details.

Parameters set by WebAdmin

The following postgresgl.conf parameters are set by WebAdmin during instance startup (they will be ignored even if specified in
postgresql.conf):

Parameter Value

listen_addresses *

log_destination ‘stderr,syslog’

logging_collector on

log_line_prefix

log_filename (*1) (*2)

‘%e: %t [%p]: [%61-1] user = %u,db = %d,remote = %r app = %a '

'logfile-%a.log’'

log_file_mode 0600
log_truncate_on_rotation on
log_rotation_age 1d

*1: The server logs are split into files based on the day of the week, and are rotated after each week.

*2: If the date changes while the instance is stopped, old logs are not deleted and continue to exist.
Manually delete old logs that are no longer required to release disk space.
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Parameters automatically set by WebAdmin according to the amount of memory

The postgresql.conf parameters automatically set according to the amount of installed memory, during the creation of instances by
WebAdmin, are shown below:

Parameter Value
shared_buffers 30% of the machine's installed memory
work_mem 30% of the machine's installed memory / max_connections / 2
effective_cache_size 75% of the machine's installed memory
maintenance_work_mem 10% of the machine's installed memory / (1 + autovacuum_max_workers) (*1)

*1: The value will be capped at 2097151 KB.

When determining the values to be configured in the above parameters, you must take into account any anticipated increases in access
volume or effects on performance during business operations, such as the number of applications and commands that will access the
instance, and the content of processes. Also, note that in addition to Fujitsu Enterprise Postgres, other software may be running on the
actual database server. You will need to determine the degree of priority for the database and other software, as well as the memory
allocation size.

WebAdmin automatically configures complex parameter settings such as those mentioned above, based on the size of the internal
memory of the machine. This enables maximum leverage of the machine memory to facilitate resistance against fluctuations during
business operations.

Accordingly, the effects of the above-mentioned factors must be estimated and taken into account when determining and configuring
parameter values, so that memory resources can be effectively allocated among other software or instances, and so that adverse effects
can be mutually avoided. Refer to "Memory" in "Resource Consumption”, and "Planner Cost Constants" in "Query Planning", under
"Server Administration" in the PostgreSQL Documentation for information on parameter values and required considerations.

Parameter values can be modified using the WebAdmin [Setting] menu, or edited directly using a text editor.
If adding an instance, determine the parameter values, including for existing instances, and make changes accordingly.

i, See
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Kernel parameters need to be tuned according to the parameters being changed. Refer to "Appendix H Configuring Kernel Parameters”, and
"Managing Kernel Resources" in "Server Administration" in the PostgreSQL Documentation for information on tuning kernel parameters.
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gn Note
- Do not directly edit the following postgresqgl.conf parameters with a text editor, otherwise WebAdmin may not work properly if you
make a mistake):
- archive_mode
- archive_command
- wal_level
- log_line_prefix
- log_destination
- logging_collector
- log_directory
- log_file_mode

- log_filename
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- log_truncate_on_rotation
- log_rotation_age

- You must take care with the following parameter:
- superuser_reserved_connections

Set it to a number that includes the 3 connections required in WebAdmin (the default is 3).

pg_hba.conf

Refer to "Client Authentication" in "Server Administration™ in the PostgreSQL Documentation for information on content that can be
configured in pg_hba.conf.

Qn Note

- Configure the instance administrator permissions in the "local” connection format settings. WebAdmin may not work properly if
permissions are not configured.

- If you specify an item or value that cannot be set by WebAdmin when editing the pg_hba.conf file with a text editor, it will not be
possible to reference that line from WebAdmin.
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Appendix E Estimating Database Disk Space
Requirements

This appendix describes how to estimate database disk space requirements.

E.1 Estimating Table Size Requirements

The following tables provide the formulas for estimating table size requirements.

Table E.1 Estimation formula when the record length is 2032 bytes or less

Item

Estimation formula (bytes)

(1) Record length

27(*1) + NULL map + OID + column data

NULL map: Number of columns / 8 (*2)
OID: 4
Column data: Sum of column lengths

*1: Record header section
*2: Round the result up to the next integer.

- Because the column data is placed in boundaries of 8 bytes, you need to make an
adjustment so that the sum of the record header section, NULL map and OID is a
multiple of 8.

For example, if the calculated length is 27 + 1/ 8 (rounded up) + 0 = 28 bytes, add
4 to make the length 32 bytes.

- Because the data of each column is placed in boundaries of the defined data type,
take the boundary of each data type into account for the length of the column data.
For example, the length of the column data in the table below will not be the sum of
the data types, which is 37 bytes, but will instead be 64 bytes following boundary
adjustment.

Definition: create table th1(c1 char(1), c2 bigint, c3 int, c4 box)

Estimation: CHAR type 1 byte + boundary adjustment of 7 bytes for BIGINT type
8 bytes + BIGINT type 8 bytes + INT type 4 bytes + boundary adjustment of 12 bytes
for BOX type 32 bytes + BOX type 32 bytes = 64 bytes

- Because each record is placed in boundaries of 8 bytes, you need to make an
adjustment so that the length of the column data is a multiple of 8.

- If the calculated record length exceeds 2,032 bytes, the variable length data in the
record might be compressed automatically. If so, use the estimation formulas in
"Table E.2 Estimation formula when the record length exceeds 2032 bytes" to
estimate the table size.

(2) Page size requirement

8192 (*1) X fillfactor (*2) - 24 (*3)

*1: Page length (8192)

*2: Value of the fillfactor specified in the table definitions (if omitted, 100%)
*3: Page header (24)

- The calculated (2) page size requirement will be rounded down to the nearest
integer.

(3) Number of records per page

(2) Page size requirement / ((1) record length + 4 (*1))
*1: Pointer length (4)

- The result will be rounded down to the nearest integer.
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Item Estimation formula (bytes)

(4) Number of pages required Total number of records / (3) number of records per page

for storing records . .
g - The result will be rounded up to the next integer.

(5) Amount of space (4) Number of pages required for storing records x page length x safety factor (*1)
*1: Specify 2.0 or higher.

- This is the safety factor assumed if vacuuming is performed for garbage collection
in tables and indexes.

Table E.2 Estimation formula when the record length exceeds 2032 bytes
Iltem Estimation formula (bytes)

(5) Amount of space Total number of records x (1) record length x safety factor (*1)
*1: Specify 2.0 or higher.

- This is the safety factor assumed if vacuuming is performed for garbage collection
in tables and indexes.

E.2 Estimating Index Size Requirements

This section provides the formulas for estimating index size requirements.

Fujitsu Enterprise Postgres provides six index types: B-tree, Hash, GiST, GIN, SP-GiST, and VVCI. If you do not specify the index type in
the CREATE INDEX statement, a B-tree index is generated.

The following describes how to estimate a B-tree index. Refer to "E.7 Estimating VVCI Disk Space Requirements" for information on how
to estimate VCI.

A B-tree index is saved as a fixed-size page of 8 KB. The page types are meta, root, leaf, internal, deleted, and empty. Since leaf pages usually

account for the highest proportion of space required, you need to calculate the requirements for these only.

Table E.3 Estimation formula when the key data length is 512 bytes or less
Item Estimation formula (bytes)

(1) Entry length 8 (*1) + key data length (*2)

*1: Entry header

*2: The key data length depends on its data type (refer to "E.3 Sizes of Data Types" for
details).

Because each entry is placed in boundaries of 8 bytes, you need to make an adjustment
so that the length of the key data is a multiple of 8.
For example, if the calculated length is 28 bytes, add 4 to make the length 32 bytes.

- Ifthe key data length exceeds 512 bytes, key data may be automatically compressed.
Inthis case, use the estimation formula given in "Table E.4 Estimation formulawhen
the key data length exceeds 512 bytes" to estimate the key data length.

(2) Page size requirement 8192 (*1) X fillfactor (*2) - 24 (*3) - 16 (*4)

*1: Page length (8192)

*2: Value of the fillfactor specified in the index definitions (if omitted, 90%)
In the case of indexes of primary key constraints and unique constraints,

the value of the fillfactor specified for each constraint in the table definitions (if omitted,
90%)

*3: Page header (24)

*4: Special data (16)

-69 -



Item Estimation formula (bytes)

- The calculated (2) page size requirement will be rounded down to the nearest
integer.

(3) Number of entries per page | (2) Page size requirement / ((1) entry length + 4 (*1))
*1: Pointer length

- Result of (3) number of entries per page will be rounded down to the nearest integer.

(4) Number of pages required Total number of records / (3) number of entries per page

for storing indexes
ng Index - Result of (4) number of pages required for storing indexes will be rounded up to the

nearest integer.

(5) Space requirement (4) Number of pages required for storing indexes x 8192 (*1) / usage rate (*2)
*1: Page length
*2: Specify 0.7 or lower.

Table E.4 Estimation formula when the key data length exceeds 512 bytes

Item Estimation formula (bytes)

(5) Space requirement Total number of records x key data length x compression ratio (*1) / usage rate (*2)
*1: The compression ratio depends on the data value, so specify 1.

*2: Specify 0.7 or lower as the usage rate.

E.3 Sizes of Data Types

This section lists the sizes of the data types.

E.3.1 Sizes of Fixed-Length Data Types

The following table lists the sizes of fixed-length data types.

Data type Size (bytes)

SMALLINT (INT2)

INTEGER (INT4)
BIGINT (INT8)

REAL

DOUBLE PRECISION
SERIAL (SERIAL4)
BIGSERIAL (SERIALS)
MONEY

FLOAT
FLOAT (1-24)

FLOAT (25-53)
TIMESTAMP WITHOUT TIME ZONE
TIMESTAMP WITH TIME ZONE

DATE
TIME WITHOUT TIME ZONE

||| | B> |]O|J]OW|OW|B»|]OOW]|PH|]OOO|PR]|DD

=
N

TIME WITH TIME ZONE
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Data type Size (bytes)
INTERVAL 12
BOOLEAN 1
CIDR IPv4: 7
IPv6: 19
INET IPv4: 7
IPv6: 19
MACADDR 6
MACADDRS 8
POINT 16
LINE 32
LSEG 32
BOX 32
CIRCLE 24

E.3.2 Sizes of Variable-Length Data Types

The following table lists the sizes of variable-length data types.

Data type Size (bytes) Remarks
path Length of size portion + 12 + 16 x number | 1) When carrying out division, round to the next
of vertices integer.
polygon Length of size portion + 36 + 16 x number | 2) Ifthe real data length is less than 127, then the length
of vertices of the size portion is 1 byte, otherwise it is 4 bytes.
decimal Length of size portion + 2 + (integer 3) The number of bytes per character depends on the
humeric precision / 4 + decimal precision / 4) x 2 | character set (refer to "E.3.4 Number of Bytes per
Character" for details).
bytea Length of size portion + real data length

character varying(), Length of size portion + number of
varchar(r) characters x number of bytes per character

character(n), char(r) Length of size portion + 7 x number of
bytes per character

text Length of size portion + number of
characters x number of bytes per character

E.3.3 Sizes of Array Data Types

The following table lists the sizes of array data types.

Data type Size (bytes) Remarks
Array Length of size portion + 12 + 8 x | If the real data length is less than 127, then the length of the size
number of dimensions + data portion is 1 byte, otherwise it is 4 bytes.

size of each item L .
- Example of estimation when array data is "ARRAY/[[1,2,3],

[1,2,3]1"
Number of dimensions: 2

INTEGER data size: 4

Total size = 1+12+8x2+6x4 = 53
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E.3.4 Number of Bytes per Character

The following table lists the number of bytes per character.

The given values relate to the common character sets EUC-JP and UTF8.

Character type Character set Number of bytes per character
ASCII EUC_JP 1
Halfwidth katakana EUC_JP 2
JIS X 0208 kanji characters EUC_JP 2
JIS X 0212 kanji characters EUC_JP 3
ASCII UTF8 1
Halfwidth katakana UTF8 3
JIS X 0208 kanji characters UTF8 3
JIS X 0212 kanji characters UTF8 3

E.4 Estimating Transaction Log Space Requirements

This section provides the formula for estimating transaction log space requirements.

Transaction log space requirements = max_wal_size

However, if the update volume is extremely high (for example, due to a large data load and batch processing), disk writing at a checkpoint
may not be able to keep up with the load, and a higher number of transaction logs than indicated here may temporarily be accumulated.

E.5 Estimating Archive Log Space Requirements

This section explains how to estimate archive log space requirements.

The archive log is an archive of the transaction logs from the time of a previous backup to the present, so it fluctuates depending on the
backup period and the content of update transactions.

The longer the backup period and the more update transactions, the greater the space required for the archive log.

Therefore, measure the actual archive log space by using a test environment to simulate backup scheduling and database update in a real
operating environment.

E.6 Estimating Backup Disk Space Requirements

This section provides the formula for estimating backup disk space requirements.

Backup disk space requirements = size of the database cluster x 2 + transaction log space requirements
+ archive log space requirements

& Note

If the pgx_dmpall command performs a backup using a user exit, the backup disk size differs according to the database resources targeted
for backup and the copy method.

E.7 Estimating VCI Disk Space Requirements

This section provides the formula for estimating VVCI disk space requirements.

Disk space = (number of rows in tables) x (number of bytes per row) x (compression ratio) + (WOS size)
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Number of bytes per row

Number of bytes per row = (19 + (number of columns specified in CREATE INDEX) / 8
+ (number of bytes per single column value)) x 1.1

Note: Round up the result to the nearest integer.
Compression ratio

Specify a value between 0 and 1. Since compression ratio depends on the data being compressed, use actual data or test data that
simulates it, then compare the value with the estimation result. As a guide, the compression ratio measured with the Fujitsu sample data
is shown below:

- Data with high degree of randomness (difficult to compress): Up to approximately 0.9 times.
- Data with high degree of similarity (easy to compress): Up to approximately 0.5 times.

WOS size

WOS size = (number of WOS rows) / 185 x 8096

One row is added to the number of WOS rows for each INSERT and DELETE, and two rows are added for UPDATE. On the other hand,
the number decreases to 520,000 rows or less during conversion to ROS performed by the ROS control daemon.

QJT Note

VCI does not support retrieval of disk space usage using the database object size function pg_indexes_size. To find out the actual total VCI
disk space, check the disk space of the storage directory using an OS command or other method.
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Appendix F_Estimating Memory Requirements

This appendix explains how to estimate the memory.

F.1 Fujitsu Enterprise Postgres Memory Requirements

This section describes the formulas for estimating Fujitsu Enterprise Postgres memory requirements.

Use the following formula to obtain a rough estimate of memory required for Fujitsu Enterprise Postgres:

fujitsuEnterprisePostgresRequiredMemory = sharedMemoryAmount + localMemoryAmount

Shared memory amount

sharedMemoryAmount = 1523444
+ 8518 x X
7154 x (a+b +c+d+ 1)
405 x (a+b+c+d+e) xf
(1208 + gy x (a+ b +c +d+ 9)
64 x b
568 x c
104 x d
5666 x e
112 x h
8200 x 1
512 x j
4 x (k + 10)
1097984 x m
258 x (a+b+c+d+1+e€e)xo
(1024 x 1024) x p
n
128 x q

oA o+ o+ o+ o+ o+ + o+

The above units are Byte.

Parameter Detalils:

X = shared_buffer/8
Note : Units of shared_buffer (kB)
Example : x = 16384 (128 x 1024/8) when shared_buffer = 128 MB
Convert MB to KB to calculate x.
= max_connections
= autovacuum_max_workers
= max_worker_processes
= max_wal_senders
max_prepared_transactions
= max_locks_per_transaction
= track_activity_query_size (byte)
= max_logical_replication_workers
= wal_buffers/8
Note: If wal_buffers is the default value (-1), calculate i = x/32.
However, if it becomes 2048 or more, set the maximum value to 2048.
IT 1 = x/32, there is a limit on the maximum value of i.
Max 1 = WAL segment size/8
The WAL segment size can be set with the initdb option --wal-segsize.
The WAL segment size is in kilobytes.
(The default WAL segment size is 16 MB. Convert to KB when calculating i)
Example: If shared_buffer = 128 MB and wal_buffers = -1, i = 512 (16384/32)
IT shared_buffer = 2 GB and wal_buffers = -1, i = 2048 (2 x 1024 x 1024/8/32 = 8192,
but the maximum value of i is 2048)
IT wal_buffers = 512 kB, 1 = 64 (512/8)
i = 4096 (32 x 1024/8) when wal_buffers = 32 MB

= 3Q =R 0O QO T Q®
1
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Converts MB to KB to calculate i.

J = max_replication_slots
k = old_snapshot_threshold

Note: If old_snapshot_threshold is the default value (-1), there is no need to add "4 x (k + 10)"
to the quote formula.

old_snapshot_threshold units (min)
Example: k = 60 (1 x 60) if old_snapshot_threshold = 1 h
Convert h to min to get k.

= pgx_global_metacache (megabytes)
= memory size requested by the plug-in (determined by the plug-in)
max_pred_locks_per_transaction
= min_dynamic_shared_memory (MB)
= number of database roles

o T O S 3
1

However, note that if instances have been created using WebAdmin, the parameters below will be configured automatically when the
instances are created. Take this into account when calculating the shared memory size.

Parameter name Set value
shared_buffers 30 percent of the internal memory of the machine.
max_connections 100
max_prepared_transactions 100

Local memory amount

localMemoryAmount = processStackArea
+ memoryUsedInDbSessionsThatUseTempTables
+ memoryUsedInDbSessionsThatPerformSortAndHashTableOperations
+ memoryUsedInMaintenanceOperations
+ baseMemoryUsedInEachProcess
+ memoryUsedPreparingForDataAccess

Process stack area

processStackArea

= max_stack_depth x (max_connections + autovacuum_max_workers + 9)

This formula evaluates to the maximum value.
Actually it is used according to the growth of the stack.
In the formula above, 9 is the number of processes that perform roles specific to servers.

Memory used in database sessions that use temporary tables

memoryUsedInDbSessionsThatUseTempTables
= temp_buffers x max_connections

This formula evaluates to the maximum value.
Memory is gradually used as temporary buffers are used, and is released when the session ends.

Memory used in database sessions that perform sort and hash table operations

memoryUsedInDbSessionsThatPerformSortAndHashTableOperations
= work_mem (*1) x max_connections

*1) For hash table operations, multiply work_mem by hash_mem_multiplier.
This formula evaluates to the maximum value.
Memory is gradually used as operations such as sort are performed, and is released when the query ends.

Memory used in maintenance operations

memoryUsedInMaintenanceOperations
= maintenance_work_mem x (numOfSessionsPerformingMaintenance + autovacuum_max_workers)
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Note that 'maintenance operations' are operations such as VACUUM, CREATE INDEX, and ALTER TABLE ADD FOREIGN KEY.

Base memory used in each process

baseMemoryUsedInEachProcess
= baseMemoryUsedInOneProcess x (max_connections + autovacuum_max_workers + 9)

Use the result of the following formula for memory consumed per process. This formula evaluates to the memory used when server
processes are running.
In the formula above, 9 is the number of processes that perform roles specific to servers.

The amount of memory consumed per process is determined by the number of tables, indexes, and all columns of all tables that the
process accesses. If your system has about 100 tables, you can estimate it to be 3 MB, but otherwise use the following estimate:

baseMemoryUsedInOneProcess
= (1.9KB x All user tables + 2_.9KB x All user indexes + 1.0KB x All user columns) x 1.5(*1)

If you enable the Global Meta Cache feature, use the following formula:

baseMemoryUsedInOneProcess

= (All user tables + All user indexes + All user columns) x 1.0KB x 1.5 (*1)
+ (All user tables x 1.4KB + All user indexes x 2.4KB)

*1) Safety Factor (1.5)
There are variable length information. This value takes that into account.

Memory used preparing for data access

memoryUsedPreparingForDataAccess
= variationAmount x (max_connections + autovacuum_max_workers + 4)

where variationAmount = shared_buffers / 8KB x 4 bytes
(note that 8KB is the page length, and 4 bytes is the size of page management data)

This formula evaluates to the memory required to access the database cache in the shared memory.
In the formula above, among the processes that perform roles specific to servers, 4 is the number of processes that access the database.

F.2 Database Multiplexing Memory Requirements

This section describes the formula for estimating database multiplexing memory requirements for the database server.

Use the following formula to obtain a rough estimate of memory required for database multiplexing:

Memory usage of the database multiplexing feature for the database server
= Peak memory usage of the Mirroring Controller processes
+ Peak memory usage of the Mirroring Controller commands

Peak memory usage of the Mirroring Controller processes=150 MB

Peak memory usage of the Mirroring Controller commands=50 MB x Number of commands executed
simultaneously

F.3 VCI Memory Requirements

This section describes the formula for estimating VCI memory requirements.

Use the following formula to obtain a rough estimate of memory requirements:

memUsedByVci = memForData + memForEachProcess

Memory required to store data in memory

Secure the space estimated using the formula below on the stable buffer (part of shared_buffers).
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memForData = (numOfRowsInTables) x (numOfBytesPerRow) + (wosSize)

Number of bytes per row

numOfBytesPerRow
= (19 + (numOfColsInCreatelndexStatement) / 8 + (numOfBytesPerSingleColValue)) x 1.1

Note: Round up the result to the nearest integer.

WOS size

wosSize = (numOfWosRows) / 185 x 8096

One row is added to the number of WOS rows for each INSERT and DELETE, and two rows are added for UPDATE. On the other hand,
the number decreases to 520,000 rows or less during conversion to ROS performed by the ROS control daemon.

Memory required for each process

memForEachProcess

= memUsedPerScanning

+ memUsedForVciMaintenace

+ memUsedByCreatelndexStatement

Memory used per scanning

- Parallel scan

memUsedPerScanning
= vci.shared_work_mem + (numOfParallelWorkers + 1) x vci.maintenance_work_mem

Note: The number of parallel workers used by VCI simultaneously in the entire instance is equal to or less than
vci.max_parallel_degree.

- Non-parallel scan

memUsedPerScanning = vci.max_local_ros + vci.maintenance_work_mem

Qn Note

- vci.shared_work_mem, and vci.max_local_ros are used to create local ROS. If local ROS exceeds these sizes, execute a query
without using VCI according to the conventional plan.

- vci.maintenance_work_mem specifies the memory size to be secured dynamically. If it exceeds the specified value, a disk
temporary file is used for operation.

Memory used for VCI maintenance

memUsedForVciMaintenace = vci.maintenance_work _mem x vci.control_max_workers

Memory used by CREATE INDEX

memUsedByCreatelndexStatement = vci.maintenance_work_mem

Ln Note

vci.maintenance_work_mem specifies the memory to be secured dynamically. If it exceeds the specified value, a disk temporary file is
used for operation.
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F.4 High-Speed Data Load Memory Requirements

This section describes the formula for estimating memory requirements for the high-speed data load feature.

Use the following formula to obtain a rough estimate of memory requirements:

Memory usage of high speed data load
= (Peak memory usage of pgx_loader processes + Peak memory usage of the pgx_loader commands)
X Number of commands executed simultaneously

Peak memory usage of pgx_loader processes

= Peak memory usage of the backend process (6 MB)

+ Peak memory usage of parallel workers (6 MB x number of parallel workers)
+ Peak memory usage of dynamic shared memory (80 MB x number of parallel workers)

Peak memory usage of the pgx_loader commands=9 MB

E’ Point
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In addition to the size calculated using the formula above, the database cache on the shared memory estimated using the shared_buffers
parameter is consumed according to the size of the data (table and index keys) loaded using this feature. Refer to "E.1 Estimating Table Size
Requirements" and "E.2 Estimating Index Size Requirements" for information on estimating an appropriate shared buffers value.
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F.5 Global Meta Cache Memory Requirements

This section describes the formula for estimating Global Meta Cache memory requirements.

The memory calculated by "Size of the GMC area" is allocated to the shared memory. The memory calculated by the per-process meta cache
management information is allocated to the local memory. Refer to the graphic in "Architecture of Global Meta Cache Feature" in the
"Memory usage reduction by Global Meta Cache" in the General Description for more information.

Use the following formula to obtain a rough estimate of memory requirements:

Amount of memory used by the Global Meta Cache feature
= Size of GMC area + Per-process meta cache management information

Size of GMC area = (All user tables x 0.4 KB
+ All user indexes x 0.3 KB
+ All user columns x 0.8 KB) x 1.5 (*1)

Per-process meta cache management information
= (All user tables + All user indexes + All user columns) x 0.1KB x max_connections x 1.5 (*1)

*1) Safety Factor (1.5)
This value takes into account the case where both GMC before and after the change temporarily exist at the same time in shared memory
when the table definition is changed or the row of the system catalog is changed.
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Appendix G Quantitative Limits

This appendix lists the quantitative limits of Fujitsu Enterprise Postgres.

Table G.1 Length of identifier

Iltem

Limit

Database name

Up to 63 bytes (*1) (*2)

Schema name

Up to 63 bytes (*1) (*2)

Table name Up to 63 bytes (*1) (*2)
View name Up to 63 bytes (*1) (*2)
Index name Up to 63 bytes (*1) (*2)

Tablespace name

Up to 63 bytes (*1) (*2)

Cursor name

Up to 63 bytes (*1) (*2)

Function name

Up to 63 bytes (*1) (*2)

Aggregate function name

Up to 63 bytes (*1) (*2)

Trigger name

Up to 63 bytes (*1) (*2)

Constraint name

Up to 63 bytes (*1) (*2)

Conversion name

Up to 63 bytes (*1) (*2)

Role name

Up to 63 bytes (*1) (*2)

Cast name

Up to 63 bytes (*1) (*2)

Collation sequence name

Up to 63 bytes (*1) (*2)

Encoding method conversion name

Up to 63 bytes (*1) (*2)

Domain name

Up to 63 bytes (*1) (*2)

Extension name

Up to 63 bytes (*1) (*2)

Operator name

Up to 63 bytes (*1) (*2)

Operator class name

Up to 63 bytes (*1) (*2)

Operator family name

Up to 63 bytes (*1) (*2)

Rewrite rule name

Up to 63 bytes (*1) (*2)

Sequence name

Up to 63 bytes (*1) (*2)

Text search settings name

Up to 63 bytes (*1) (*2)

Text search dictionary name

Up to 63 bytes (*1) (*2)

Text search parser name

Up to 63 bytes (*1) (*2)

Text search template name

Up to 63 bytes (*1) (*2)

Data type name

Up to 63 bytes (*1) (*2)

Enumerator type label

Up to 63 bytes (*1) (*2)

Profile name

Up to 63 bytes (*1) (*2)

*1: This is the character string byte length when converted by the server character set character code.

*2: If an identifier that exceeds 63 bytes in length is specified, the excess characters are truncated and it is processed.
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Table G.2 Database object

Iltem

Limit

Number of databases

Less than 4,294,967,296 (*1)

Number of schemas

Less than 4,294,967,296 (*1)

Number of tables

Less than 4,294,967,296 (*1)

Number of views

Less than 4,294,967,296 (*1)

Number of indexes

Less than 4,294,967,296 (*1)

Number of tablespaces

Less than 4,294,967,296 (*1)

Number of functions

Less than 4,294,967,296 (*1)

Number of aggregate functions

Less than 4,294,967,296 (*1)

Number of triggers

Less than 4,294,967,296 (*1)

Number of constraints

Less than 4,294,967,296 (*1)

Number of conversion

Less than 4,294,967,296 (*1)

Number of roles

Less than 4,294,967,296 (*1)

Number of casts

Less than 4,294,967,296 (*1)

Number of collation sequences

Less than 4,294,967,296 (*1)

Number of encoding method conversions

Less than 4,294,967,296 (*1)

Number of domains

Less than 4,294,967,296 (*1)

Number of extensions

Less than 4,294,967,296 (*1)

Number of operators

Less than 4,294,967,296 (*1)

Number of operator classes

Less than 4,294,967,296 (*1)

Number of operator families

Less than 4,294,967,296 (*1)

Number of rewrite rules

Less than 4,294,967,296 (*1)

Number of sequences

Less than 4,294,967,296 (*1)

Number of text search settings

Less than 4,294,967,296 (*1)

Number of text search dictionaries

Less than 4,294,967,296 (*1)

Number of text search parsers

Less than 4,294,967,296 (*1)

Number of text search templates

Less than 4,294,967,296 (*1)

Number of data types

Less than 4,294,967,296 (*1)

Number of enumerator type labels

Less than 4,294,967,296 (*1)

Number of default access privileges defined inthe ALTER DEFAULT
PRIVILEGES statement

Less than 4,294,967,296 (*1)

Number of large objects

Less than 4,294,967,296 (*1)

Number of index access methods

Less than 4,294,967,296 (*1)

Number of profile

Less than 4,294,967,296 (*1)

*1: The total number of all database objects must be less than 4,294,967,296.

Table G.3 Schema element

Iltem

Limit

Number of columns that can be defined in one table

From 250 to 1600 (according to the data type)

Table row length

Up to 400 gigabytes
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Iltem

Limit

Number of columns comprising a unique constraint

Up to 32 columns

Data length comprising a unique constraint

Less than 2,000 bytes (*1) (*2)

Table size

Up to 32 terabyte

Search condition character string length in a trigger definition
statement

Up to 800 megabytes (*1) (*2)

Item size

Up to 1 gigabyte

*1: Operation might proceed correctly even if operations are performed with a quantity outside the limits.

*2: This is the character string byte length when converted by the server character set character code.

Table G.4 Index

Iltem

Limit

Number of columns comprising a key (including VCI)

Up to 32 columns

Key length (other than VCI)

Less than 2,000 bytes (*1)

*1: This is the character string byte length when converted by the server character set character code.

Table G.5 Data types and attributes that can be handled

Item Limit
Character Data length Data types and attributes that can be handled (*1)
Specification length (n) Up to 10,485,760 characters (*1)
Numeric External decimal expression Upto 131,072 digits before the decimal point, and
up to 16,383 digits after the decimal point
Internal binary 2 bytes From -32,768 to 32,767
expression 4 bytes From -2,147,483,648 to 2,147,483,647
8 bytes From -9,223,372,036,854,775,808 to
9,223,372,036,854,775,807
Internal decimal expression Up to 13,1072 digits before the decimal point, and
up to 16,383 digits after the decimal point
Floating point 4 bytes From -3.4E+38 to -7.1E-46, 0, or from 7.1E-46 to
expression 3.4E+38
8 bytes From -1.7E+308 to -2.5E-324, 0, or from
2.5E-324 to 1.7E+308
bytea Up to one gigabyte minus 53 bytes

Large object

Up to 4 terabyte

*1: This is the character string byte length when converted by the server character set character code.

Table G.6 Function definition

section

Item Limit
Number of arguments that can be specified Up to 100
Number of variable names that can be specified in the declarations No limit
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Iltem

Limit

Number of SQL statements or control statements that can be specified
in a function processing implementation

No limit

Table G.7 Data operation statement

session

Iltem Limit
Maximum number of connections for one process in an application 4,000 connections
(remote access)
Number of expressions that can be specified in a selection list Up to 1,664
Number of tables that can be specified in a FROM clause No limit
Number of unique expressions that can be specified in a selection list/ | Up to 1,664
DISTINCT clause/ORDER BY clause/GROUP BY clause within one
SELECT statement
Number of expressions that can be specified in a GROUP BY clause | No limit
Number of expressions that can be specified in an ORDER BY clause | No limit
Number of SELECT statements that can be specified in a UNION Up to 4,000 (*1)
clause/INTERSECT clause/EXCEPT clause
Number of nestings in joined tables that can be specified in one view | Up to 4,000 (*1)
Number of functions or operator expressions that can be specified in | Up to 4,000 (*1)
one expression
Number of expressions that can be specified in one row constructor | Up to 1,664
Number of expressions that can be specified in an UPDATE statement | Up to 1,664
SET clause
Number of expressions that can be specified in one row of a VALUES | Up to 1,664
list
Number of expressions that can be specified ina RETURNING clause | Up to 1,664
Total expression length that can be specified in the argument listof one | Up to 800 megabytes (*2)
function specification
Number of cursors that can be processed simultaneously by one No limit

Character string length of one SQL statement

Up to 800 megabytes (*1) (*3)

format or a searched format

Number of input parameter specifications that can be specified in one | No limit
dynamic SQL statement

Number of tokens that can be specified in one SQL statement Up to 10,000
Number of values that can be specified as a listina WHERE clause IN | No limit

syntax

Number of expressions that can be specified in a USING clause No limit
Number of JOINS that can be specified in a joined table Up to 4,000 (*1)
Number of expressions that can be specified in COALESCE No limit
Number of WHEN clauses that can be specified for CASE ina simple | No limit

Data size per record that can be updated or inserted by one SQL
statement

Up to one gigabyte minus 53 bytes

Number of objects that can share a lock simultaneously

Up to 256,000 (*1)
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*1: Operation might proceed correctly even if operations are performed with a quantity outside the limits.
*2: The total number of all database objects must be less than 4,294,967,296.

*3: This is the character string byte length when converted by the server character set character code.

Table G.8 Data size

Iltem Limit

Data size per record for input data files (COPY statement, psql command | Up to 800 megabytes (*1)
\copy meta command)

Data size per record for output data files (COPY statement, psql command | Up to 800 megabytes (*1)
\copy meta command)

*1: Operation might proceed correctly even if operations are performed with a quantity outside the limits.
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Appendix H Configuring Kernel Parameters

Use the "System V IPC Parameters” table in "Managing Kernel Resources™ in the PostgreSQL Documentation for the relationship between
configuration parameters and kernel parameters, as well as calculation formulas.
Refer to the "Managing Kernel Resources” in the PostgreSQL Documentation to calculate shared memory usage.

For multiple instances, the kernel parameters should be evaluated for all instances. For example, in the case of the maximum number of
shared memory segments for the entire system (SHMMNI), the total number of segments obtained by all instances should be added to the
kernel parameters. In the case of the maximum number of semaphores for each process (SEMMSL), the largest of all sizes obtained by all
instances should be compared to the current value prior to configuring the settings.

gn Note

If there is insufficient shared memory due to miscalculation of SHMMAX, a message will be output indicating that the shmget system call
failed at "errno=22 (EINVAL)". Review the calculation, and reconfigure.

The relationship between System V IPC parameters and kernel parameters in various operating systems is shown below.

System V IPC parameter Kernel parameter action

SHMMAX kernel.shmmax If currentValue < calculatedValue, configure the calculated
value

SHMMIN No compatible parameter

SHMALL kernel.shmall Specify currentValue + calculatedValue

SHMSEG No compatible parameter

SHMMNI kernel.shmmni Specify currentValue + calculatedValue

SEMMNI Fourth parameter of kernel.sem Specify currentValue + calculatedValue

SEMMNS Second parameter of kernel.sem Specify currentValue + calculatedValue

SEMMSL First parameter of kernel.sem If currentValue < calculatedValue, configure the calculated
value

SEMMAP No compatible parameter

SEMVMX No compatible parameter

Remark 1: kernel.shmall specifies the number of pages.
Remark 2: Specify all four parameters for kernel.sem. At this time, the value specified in the third parameter should be the same value as
before configuration.
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Appendix | Determining the Preferred WebAdmin
Configuration

This appendix describes the two different configurations in which WebAdmin can be used and how to select the most suitable configuration.

.1 WebAdmin Configurations

WebAdmin can be installed in two configurations:

- Single-server
- Multiserver

WebAdmin does not support encrypted communication between browser and server or between servers. Therefore, when using WebAdmin
in either configuration, build the communication path with the browser or each server on a network that cannot be accessed externally.

1.1.1 Single-Server Configuration

A single-server configuration enables you to create and operate instances on a single server. In this configuration, WebAdmin must be
installed on the same database server as the Fujitsu Enterprise Postgres Server component.

Single-server configuration

Database server

WebAdmin

Fujitsu
Enterprise Postgres

Instance 1 Instance 2

1.1.2 Multiserver Configuration

A multiserver configuration enables you to create and operate instances stored on multiple database servers. As shown in the figure below,
WebAdmin can be installed on a dedicated WebAdmin server and used to collectively manage the instances stored on the database servers.

Multiserver configuration
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WebAdmin server

WebAdmin

Ry

Database server 1 / Database servh\
WebAdmin WebAdmin
Fujitsu Fujitsu
Enterprise Postgres Enterprise Postgres
Instance 1 Instance 2 Instance 3 Instance 4

Also, when setting up the arbitration server by WebAdmin during database multiplexing mode, install WebAdmin on the arbitration server.

Arbitration server

Fujitsu Enterprise Postgres
Server Assistant

WebAdmin
Primary server Standby sewer
WebAdmin WebAdmin
Fujitsu Fujitsu
Enterprise Postgres Enterprise Postgres
Master Standby
Enstance instance

1.2 Installing WebAdmin in a Single-Server Configuration

To install WebAdmin in a single-server configuration, the Fujitsu Enterprise Postgres Server component and WebAdmin must be installed
on the same machine.

Select the following items when installing Fujitsu Enterprise Postgres in a single-server configuration:
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- Fujitsu Enterprise Postgres Advanced Edition or Fujitsu Enterprise Postgres Standard Edition

- WebAdmin

1.3 Installing WebAdmin in a Multiserver Configuration

Inamultiserver configuration, install WebAdmin on one server, and both WebAdmin and the Fujitsu Enterprise Postgres Server component
on any number of database servers.

Select the following items when installing Fujitsu Enterprise Postgres in a multiserver configuration:
- WebAdmin server:
- WebAdmin
- Database server:
- Fujitsu Enterprise Postgres Advanced Edition or Fujitsu Enterprise Postgres Standard Edition
- WebAdmin

Also, when setting up the arbitration server by WebAdmin during database multiplexing mode, select the following when installing Fujitsu
Enterprise Postgres.

- Arbitration server
- Fujitsu Enterprise Postgres Server Assistant
- WebAdmin

2 See

© © 000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000O0CS

Refer to the Installation and Setup Guide for Server Assistant for details on how to install the Server Assistant.

© 0 000000000000000000000000000000000000000000000000O0C0COCOCOCEOCEOCEOCIOCEOCOCOCEOCIOCIOCIOCOCIOCOCIOCOCOC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS
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Appendix J System Configuration when using Pgpool-ll

Describes the system configuration when using Pgpool-II.

The system configuration when using Pgpool-I1 is as follows:
Place on database server

System configuration to coexist the database server with Pgpool-I1.
Place on application server

System configuration to coexist the application server with Pgpool-I1.
Place on dedicated server

System configuration in which Pgpool-1I resides on a dedicated server (Pgpool-Il Server) that is separate from the database and
application servers.

Select the system configuration that best meets your operational requirements.

J.1 Pgpool-ll Configuration

In this example, Pgpool-I1 is deployed on a different Pgpool-11 server than the database and application servers.

There are three configurations of Pgpool-11:
- Single-machine configuration
- Two-machine configuration
- Three-machine configuration

Although the Pgpool-I1 server can be operated on a single machine, to ensure business continuity, it is recommended to operate the Pgpool-
Il server using a three-machine configuration in Fujitsu Enterprise Postgres.

If employing a configuration of three or more machines, use an odd number of machines in the configuration.

J.1.1 Single-Machine Configuration

This is the basic configuration when running Pgpool-II.

Although the database server has redundancy, if an error occurs on the Pgpool-I1 server that accesses the database server, the job will stop.

( PgpooLii server )

Database Database
senver SEnver
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J.1.2 Two-Machine Configuration

When an error occurs on the active server, the Pgpool-11 monitoring feature that mutually monitors the status of the Pgpool-I1 servers enables
jobs to continue uninterrupted by switching to the standby server.

If the network between Pgpool-11 servers is disconnected, even if the Pgpool-I1 servers are running correctly, which may lead to stoppage
of jobs.

'

Pgpool-Il server Pgpool-Il server
(active server) (standby server)

Database Database
server SEerver

J.1.3 Three-Machine Configuration

The Pgpool-I1 monitoring feature enables a Pgpool-I1 server to monitor the other two Pgpool-11 servers.

Even if any of the networks monitoring the Pgpool-I1 servers are disconnected, the status of servers on a network that is operating normally
can be checked correctly, enabling accurate continuation of jobs.

PgpooHll server
(standby server)
— /
Pgpoolll server ——
(active server) m
—J

Correctly determines the status of the other
two servers and controls the state transition,
50 jobs continue uninterrupted

In this example, the servers are operating normally

W continue without switching servers.
Pgpool-Il server
standby server)

! !
E E

J.2 Installing Pgpool-Il

Pgpool-I1is bundled with the server program and the client program. To use Pgpool-11, use the server program or the client program to install
and set up Pgpool-II.

Depending on where Pgpool-I11 is installed, select the appropriate DVD for deployment:
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Installing on Database Server (coexist)

Install the Pgpool-11 program along with the server program from the server program DVD.

Installing on Application Server (coexist)

Install the Pgpool-11 program along with the client program from the client program DVD.

Installing on Dedicated server different from the above (Pgpool-Il server)

Install the Pgpool-11 program along with the client program from the client program DVD.

J.3 Pgpool-ll Setup

Describes how to set up Pgpool-II.

J.3.1 Setting Environment Variables

If you use the Pgpool-I11 command, set the following environment variables:

PATH environment variable
Add "Install Directory/bin".
The following is an example of setting environment variables:
Example
The following is an example of setting environment variables when the installation directory is "/ opt/fsepv < x > pgpool-11".

3

"< x >"” indicates the product version.

$ PATH=/opt/fsepv<x>pgpool-11/bin:$PATH ; export PATH

J.3.2 Configuration file

Describes Pgpool-11 configuration files.

J.3.2.1 Configuring pgpool.conf
To configure pgpool.conf, see the Pgpool-11 documentation.

A sample configuration file is located under the installation directory/etc.

J.3.2.2 Using Configuration Files
The pgpool command makes use of configuration files such as pgpool.conf, pcp.conf, and pool_hba.conf.
To take advantage of these configuration files, specify the path to the files in the pgpool command options.
The following example shows how to configure options for the pgpool command:

Example

$ pgpool -f /usr/local/etc/pgpool.conf -F Zusr/local/etc/pcp.conf -a / usr/local/etc/pool_hba.conf
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Appendix K Supported contrib Modules and Extensions
Provided by External Projects

Fujitsu Enterprise Postgres supports PostgreSQL contrib modules, and extensions provided by external projects.

Refer to the following for details on the supported contrib modules:
- "Additional Supplied Modules" in the PostgreSQL Documentation

- "Additional Supplied Programs" in the PostgreSQL Documentation

ﬂ Information

Refer to "OSS Supported by Fujitsu Enterprise Postgres" in the General Description for information on supported extensions provided by
external projects.
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Appendix L Procedure when Modifying the JRE

Installation

This appendix describes the procedures to follow when modifying the JRE installation.

The JRE, of which the installation destination is specified in the JAVA_HOME environment variable when installing Fujitsu Enterprise
Postgres, is used by features such as WebAdmin and database multiplexing.

Therefore, when updating or reinstalling JRE after installing Fujitsu Enterprise Postgres, the procedures below must be performed.

L.1

When Using WebAdmin

WebAdmin must be set up again.

Follow the procedure below to modify the JRE installation:

1.

L.2

Stop the Web server feature of WebAdmin

Refer to "B.1.3 Stopping the Web Server Feature of WebAdmin" for details.
Remove WebAdmin

Refer to "B.2 Removing WebAdmin" for details.

Modify the JRE installation

Set the JAVA_HOME environment variable

Set the JAVA_HOME environment variable to the installation destination of JRE 8.

Example

# export JAVA_HOME="Jre8InstallDir"

Set up WebAdmin

Refer to "B.1.1 Setting Up WebAdmin" for details.

Start the Web server feature of WebAdmin

Refer to "B.1.2 Starting the Web Server Feature of WebAdmin" for details.

When Performing Database Multiplexing

Mirroring Controller must be restarted.

Follow the procedure below to modify the JRE installation:

1.

Stop Mirroring Controller
Refer to the Cluster Operation Guide (Database Multiplexing) for details.
Modify the JRE installation

Change the installation environment to be used by Mirroring Controller

Qn Note

If database multiplexing is performed using WebAdmin, perform the procedure described in this procedure after performing step 4
"Set the JAVA_HOME environment variable" in "L.1 When Using WebAdmin".

Set the JAVA_HOME environment variable to the installation destination of JRE 8, and use the mc_update_jre_env command to
change the installation environment to be used by Mirroring Controller.
This procedure must be executed by the superuser.
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Example

lopt/fsepv<x>server64/bin is the installation directory where the server product is installed.

$ su -

Password - ******

# export JAVA_HOME="Jre8InstallDir"

# /opt/fsepv<x>server64/bin/mc_update_jre_env

4. Start Mirroring Controller
Refer to the Cluster Operation Guide (Database Multiplexing) for details.
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Appendix M Access to Key Management System Using
Plug-in

M.1 What to do with Plug-ins

Plug-ins are called to verify, encrypt, and decrypt keys.

Key validation, encryption, and decryption requests are required.

M.2 Where the Plug-in is Stored

Plug-ins are stored as executables with the same name as the plug-in name in the directory specified in the tde_kms.plugin.path parameter.
It is the responsibility of the database administrator to ensure that only secure plugins are stored in this directory.

M.3 Invoking the Plug-in

The plug-in runs with the same ownership as the user running the FEP server. The plug-in is passed information that should be kept secret.
It is the database administrator's responsibility to ensure that the plug-in is trustworthy.

Plug-ins can be invoked at the same time (multiple).

The plug-in must complete the operation in a timely manner and return a response.

M.4 Passing Confidential Information to Plug-ins

Confidential credentials passed to the FEP instance using the FEP keystore open facility (pgx _open _ keystore function, opening at server
startup prompt, opening using obfuscated files) are passed to the plug-in as environment variables.

You can pass arbitrary values as arguments when calling the plug-in, but do not use this feature to pass sensitive information.

The authentication and authorization of access to the key management system depends on the implementation of the plug-in.

M.5 Calling Convention

M.5.1 Key Verification

Arguments

The following arguments are supplied:

Argument value Notes
First argument validate-key Fixed
secondargument | --keyid Fixed
third argument keyid Variable; the key ID specified in the pgx_declare_external_master_key function is
passed
After the fourth | extraarg Arguments specified in the connection information file, if any, are given in the specified
argument order

Environment variable

The following environment variables are supplied:
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T

Name of the Value of the Notes
environment environment
variable variable
TDE_KMS_SECRE | KMS Secret String entered in the FEP to open the keystore

Return value

The command ends with the following return values:

Return value

Condition

0

If the processing is successful

Other than 0

When processing does not complete

normally

delivery of data

Data is delivered to the plug-in in the following way.The plug-in also returns results in the following ways:

Classification Data Content Delivery method Notes
Input Key ID Arguments
Output Process Status Plug-in return code
Output Message Plugin standard error output Expected to be printable

Calling opportu

nity

Called before starting to use the encryption key.

Processing contents

Verifies the existence of the encryption key identified by the key 1D and whether the user is authorized to use the encryption key.

M.5.2 Enc

ryption

Arguments

The following arguments are supplied:

Argument Notes
value

First encrypt Fixed
argument
second --keyid Fixed
argument
third keyid Variable; the key ID specified in the pgx_declare_external_master_key function is passed
argument
After the extraarg The values specified in extra-args in the key management system connection information file,
fourth if any, are passed in the specified order
argument

Environment variable

The following environment variables are supplied:
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Name of the Value of the Notes

environment environment variable
variable
TDE_KMS_SECRE | KMS Secret String entered in the FEP to open the keystore

T

Return value

The command ends with the following return values:

Return Condition
value

0 If the processing is successful

Other than | When processing does not complete
0 normally

delivery of data

Data is delivered to the plug-in in the following way.The plug-in also returns results in the following ways:

Classification Data Content Delivery method Notes
Input Data to be encrypted Standard input for the plug-in As Is (not Base 64 encoding, etc)
Input Key ID Arguments
Input Encryption parameter - Not passed by the FEP
Output Encryption result Standard output of the plug-in As Is (not Base 64 encoding, etc)
Output Status of the action plug-in return code
Output Message Standard error output of the plug- | It is expected to be printable

in

Calling opportunity
Called when encryption with the master encryption key is required.
Processing Contents

Encrypts the given data to be encrypted with the encryption key identified by the specified key ID, and returns the result. The returned
encryption result must be decryptable with the same key ID.

Caution

- Implement so that data to be encrypted is not leaked. For example, temporarily storing encrypted data that is plaintext in a file poses
a risk of disclosure.

- Fujitsu Enterprise Postgres only guarantees the following during decryption:
- The same key ID is handed over during decryption as during encryption.
- The data received as a result of the "encryption” operation is passed as-is when decrypting.

- The maximum amount of data to be encrypted passed from the Fujitsu Enterprise Postgres is 2048 bytes.

M.5.3 Decryption

Arguments

The following arguments are supplied:
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Argument Notes
value
First argument decrypt Fixed
second argument | --keyid Fixed
third argument keyid Variable; the key ID specified in the pgx_declare_external_master_key function is passed
After the fourth extraarg The values specified in extra-args in the key management system connection information file,
argument if any, are passed in the specified order.

Environment variable

The following environment variables are supplied:

Name of the Value of the Notes
environment variable environment
variable
TDE_KMS_SECRET | KMS Secret String entered in the FEP to open the keystore

Return value

The command ends with the following return values:

Return value Condition

0 If the processing is successful

Other than 0 | When processing does not complete
normally

delivery of data

Data is delivered to the plug-in in the following way.The plug-in also returns results in the following ways:

Classification Data Content Delivery method Notes
Input Data to be decrypted | Standard input for the plug-in As Is (not Base 64 encoding, etc.)
Input Key ID Arguments
Input Encryption - Not passed by the FEP
parameter
Output Decoding result Standard output of the plug-in As Is (not Base 64 encoding, etc.)
Output Status of the action plug-in return code
Output Message Standard error output of the plug- | It is expected to be printable
in

Calling opportunity

Called when decryption with the master encryption key is required.

Processing Contents

Decrypts the given encrypted data with the encryption key identified by the given key 1D and returns the result.
Caution

- Implement so that the decrypted data is not leaked. For example, there is a risk of leakage if the decryption result data, which is clear
text, is temporarily stored in a file.

- If decryption requires the same encryption parameters as encryption, it is the plug-in's responsibility to ensure this. During decryption,
the FEP only ensures that the plug-in receives the same key ID and encrypted data as was encrypted.

- The data to be decrypted is passed as is the data returned by the plug-in in response to the encryption request.
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Preface

Purpose of this document

This document describes how to install, uninstall and set up the "Fujitsu Enterprise Postgres client feature”.

Intended readers
This document is intended for those who install and operate Fujitsu Enterprise Postgres.
Readers of this document are assumed to have general knowledge of:
- PostgreSQL
- SQL

Windows

- PostgreSQL
- SQL

- Linux

Structure of this document
This document is structured as follows:
Chapter 1 Overview of Installation
Describes the features that can be installed, and provides an overview of installation methods
Chapter 2 Installation and Uninstallation of the Windows Client
Describes how to install the Fujitsu Enterprise Postgres client feature (Windows client)
Chapter 3 Installation and Uninstallation of the Linux Client

Describes how to install the Fujitsu Enterprise Postgres client feature (Linux client)

Chapter 4 Setup
Describes the setup procedures to be performed after installation completes

Export restrictions

Exportation/release of this document may require necessary proceduresin accordance with the regulations of your resident
country and/or US export control laws.

Issue date and version

Edition 3.0: January 2024
Edition 2.0: October 2023
Edition 1.0: April 2023

Copyright
Copyright 2015-2024 Fujitsu Limited
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IChapter 1 Overview of Installation

This chapter provides an overview of Fujitsu Enterprise Postgres installation.

1.1 Features that can be Installed

Fujitsu Enterprise Postgres provides features to enabl e access to the database from a variety of platforms and languages, as

the connection environment for the client and the database server.

The Fujitsu Enterprise Postgres client package must be installed on the client system to use these features.

The following table shows the relationship between the platforms and the features provided by client packages.

JDBC ODBC .NET C Embedd |Embedd |Connect| High- |pgAdmi | Pgpool-
Data |languag | ed SQL | ed SQL ion speed n Il
Platform Provide | e (libpq) (ECPG) (ECQBP Manage | data
r in C G)in r load
languag | COBOL
e
Windows Y Y Y Y Y Y
Linux Y Y Y Y Y
Y: Supported

1.2 Installation Types

The following installation types are available for Fujitsu Enterprise Postgres:
- New ingtallation
- Reinstallation

- Multi-version installation

1.2.1 New Installation

Ininitial installation, the Fujitsu Enterprise Postgres client feature isinstalled for the first time.

1.2.2 Reinstallation

Perform reinstallation to repair installed program files that have become unusable for any reason.

1.2.3 Multi-Version Installation

Perform multi-version installation to install different versions to the installed program files separately.

1.3 Installation Procedure

The following installation procedures are available for Fujitsu Enterprise Postgres:
- Installation in interactive mode
- Installation in silent mode

Select the installation procedure that corresponds to your environment.




1.3.1 Installation in Interactive Mode

Interactive mode enables installation to be performed while the required information is entered interactively.

In interactive mode installation, the Fujitsu Enterprise Postgres installer automatically determines the installation state of
Fujitsu Enterprise Postgres. Install Fujitsu Enterprise Postgres using one of the following installation types in accordance
with the installation state:

- New installation
- Reinstallation

- Multi-version installation

1.3.2 Installation in Silent Mode

Silent mode enables installation to be performed without the need to enter any information interactively.

New installations and multi-version installations can be performed in silent mode.

1.4 Uninstallation

Uninstallation removes the system files of the installed Fujitsu Enterprise Postgres client feature.




Chapter 2 Installation and Uninstallation of the
Windows Client

This chapter explains how to install and uninstall the Windows client.

2.1 Operating Environment

This section describes the operating environment required to use the Windows client.

2.1.1 Required Operating System

One of the following operating systemsis required to use the Windows client:
- Windows(R) 10 Home
- Windows(R) 10 Education
- Windows(R) 10 Pro
- Windows(R) 10 Enterprise
- Windows(R) 11 Home
- Windows(R) 11 Education
- Windows(R) 11 Pro
- Windows(R) 11 Enterprise
- Microsoft Windows Server 2016 Datacenter
- Microsoft Windows Server 2016 Standard
- Microsoft Windows Server 2016 Essentials
- Microsoft Windows Server 2019 Datacenter
- Microsoft Windows Server 2019 Standard
- Microsoft Windows Server 2019 Essentials
- Microsoft Windows Server 2022 Datacenter
- Microsoft Windows Server 2022 Standard
- Microsoft Windows Server 2022 Essentials
Note: If Windowsis 32 hit, only the Windows client (32 bit) can be installed.

gn Note

The following components of Windows Server(R) 2016, Windows Server(R) 2019 and Windows Server(R) 2022 are not
supported:

- Server Core
- Nano Server

- Windows Server Container

2.1.2 Related Software

The following table lists the software compatible (that can operate) with the Windows client.

Before using any of these, confirm that the OS supports the software.



Table 2.1 Related software
No. Software name Version

1 Visua Studio 2015
2017
2019
2022

2 .NET Framework .NET 6.0

.NET 5.0

.NET Core 3.1
.NET Standard 2.0
.NET Standard 2.1

3 C compiler (*1) -

4 JDK or JRE JOK 8
JRE 8
JDOK 11
JRE 11
JOK 17
JRE 17

5 NetCOBOL *2)

NetCOBOL for .NET (*3)

*1: Only operations using the C compiler provided with the operating system are guaranteed.
*2: NetCOBOL is availablein the following editions:

- NetCOBOL Base Edition V10.5.0 or later

- NetCOBOL Standard Edition VV10.5.0 or later

- NetCOBOL Professional Edition VV10.5.0 or later

- NetCOBOL Enterprise Edition VV10.5.0 or later
*3: NetCOBOL for .NET is available in the following editions:

- NetCOBOL Standard Edition for .NET V5.0.0 or later

- NetCOBOL Professiona Edition for .NET V5.0.0 or later

- NetCOBOL Enterprise Edition for .NET V5.0.0 or later

& Note

The following JDKs or JREs are available:
- JDK or JRE shipped with the Interstage Application Server

JDK shipped with the Enterprise Application Platform
Oracle JDK or JRE

- An OpenJDK that has passed the Java TCK (Technology Compatibility Kit)

It isrecommended that the JDK or JRE included with Interstage Application Server and Enterprise Application Platformis
used.

The following table lists servers that can be connected to the Windows client.

When connecting to a server product with adifferent version from this client function, only the range of functions provided
by the server product version is available.



Table 2.2 Connectable servers
(OS] Software name

Windows

Fujitsu Enterprise Postgres Advanced Edition 9.5 or later , up to 15

Fujitsu Enterprise Postgres Standard Edition 9.4 or later , up to 15

Linux - Fujitsu Enterprise Postgres Advanced Edition 9.5 or later , up to 15 SP2
- Fujitsu Enterprise Postgres Standard Edition 9.4 or later , up to 15 SP1
Solaris - FUJITSU Software Enterprise Postgres Standard Edition 9.6

2.1.3 Excluded Software

Fujitsu Enterprise Postgres
The Windows client cannot coexist with the Fujitsu Enterprise Postgres Community Edition (hereafter, "CE") client.
Other products

There are no exclusive products.

2.1.4 Required Patches

No patches are required.

2.1.5 Hardware Environment

The following hardware is required to use the Windows client.
Memory

At least 256 MB of memory is required.
Mandatory hardware

None.

2.1.6 Disk Space Required for Installation

The disk space shown below is required for new installation of the Windows client.
At the Windows (32-bit) client installation destination:
180 MB
At the Windows (64-bit) client installation destination:
980 MB
System folder:

256 MB

2.1.7 Supported System Environment

This section describes the supported system environment.

TCPI/IP protocol
Fujitsu Enterprise Postgres supports version 4 and 6 (IPv4 and IPv6) of TCP/IP protocols.

4}1 Note

Do not use link-local addresses if TCP/IP protocol version 6 addresses are used.



File system

You can install Fujitsu Enterprise Postgres only if the system folder isan NTFS volume.

2.1.8 Versions of Open-Source Software Used as the Base for Fujitsu
Enterprise Postgres Drivers

The following table lists the versions of open-source software used as the base for the various Fujitsu Enterprise Postgres
drivers.

Driver Open-source software version
.NET Data Provider Npgsql 6.0.7
JDBC pgjdbc 42.5.0
ODBC psglodbe 13.02.0000
libpg PostgreSQL 15.5

2.2 Installation

This section explains how to install the Windows client.

L:n Note

When installing the Fujitsu Enterprise Postgres Client (32 bit) in a 64 bit environment, do not specify a destination folder
under the environment ProgramFiles variable.

2.2.1 Pre-installation Tasks

This section describes the operations to be performed before installing the Windows client.

hosts file settings

Using an editor, add the | P address and server name of the connected server to the \System32\drivers\etc\hosts file in the
folder where Windowsiis installed.

Qn Note

For Windows(R) 10, or Windows(R) 11, assign write privilegesin advance to the user responsible for editing the hostsfile.

Check the installed product and determine the installation method

In Windows, click [All Programs] or [All apps], then [Fujitsu], and then [Uninstall (middieware)]. In the displayed window,
check theinstalled products.

If the Windows client is already installed, determine the installation method to use:
- Reinstallation

- Multi-version installation

Remove applied updates
If you perform reinstallation as the installation method, remove applied updates using the procedure shown below.



Qn Note

If aproduct isinstalled without removing applied updates, the following problems will occur:
- Performing reinstallation

If an update with the same update and version number isapplied, an error informing you that the update has already been
applied is displayed.

1. Display the applied updates
Execute the following command to display the applied updates:

C:\Program Files (x86)\Fujitsu\UpdateAdvisor\UpdateAdvisorMW>uam showup

2. Remove the updates

Execute the command below to remove the updates. If an update with the same update number was applied more than
once, the updates are removed in order, starting from the highest version number.

C:\Program Files (x86)\Fujitsu\UpdateAdvisor\UpdateAdvisorMW>uam remove -i updat e- nunber

Confirm service

The Windows Installer service must be running.

Confirm Path system environment variable

Ensure that the Path system environment variable includes "%SystemRoot%\system32".

2.2.2 Pre-installation Considerations

This section describes points that the user must take into account prior to installation.

- Theremote desktop serviceisinstalled in application server mode, it isnecessary to switch to install mode by executing
the command shown below before installation. Also, after the installation is completed, execute the command shown
below to switch back to execute mode.

Before installation:

CHANGE USER /INSTALL

After installation:

CHANGE USER /EXECUTE




- Thefollowing window may be displayed when the installation program is executed.

After Installation E |

After inztallation, pleasze click Mext,

< Bach

Cancel |

If the above window is displayed, follow the procedure below:
1. Perform the stepsin the installation procedure until the [InstallShield Wizard Complete] window is displayed.
2. Click [Next] in the [InstallShield Wizard Complete] window.

3. Thefollowing window is displayed. Click [Finish].

Finish Admin Install Ed |

YWhen the installation has ended [successfully ar naot],
pleaze click the Finizh button or the Cancel button. DO
MNOT CLICK. THE BUTTOMS BEFORE IMSTALLATION
Has EMDED!

< Back

Cancel |

4. Redtart the system.



;ﬂ Information

- If the [User Account Control] dialog box is displayed when installation or uninstallation starts, click [Y es] to continue
the operation.
If [No] isclicked, the [Error] dialog box will be displayed because continuing is not permitted.
Click [Retry] inthe displayed [Error] dialog box to proceed with installation or uninstallation. To end operations, click
[Cancdl].

- Ifinstallation or uninstallation is suspended or processing terminates abnormally, the [ Program Compatibility Assistant]
dialog box may be displayed.
If this happens, click [This program installed correctly] or [ This program uninstalled correctly] and continue operation.

2.2.3 Installation in Interactive Mode

The installation procedure is described below.

E) Point

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

For installation in interactive mode, default values are set for the installation information. The following settings can be
changed for a new installation or a multi-version installation:

- Installation folder

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

1. Stop applications and programs
If the installation method is the following, all applications and programs that use the product must be stopped:
- Reinstallation
Before starting the installation, stop the following:
- Applications that use the product
- Connection Manager

- pgAdmin

2. Insert the DVD
Insert the client program DVD into the DVD drive.

3. Run the installation
The installation menu is displayed. Click [Installation].

4. Select the product to install

Select the product to install, and then click [Next].
If a selected product can only be reinstalled, refer to "6. Check the settings”.

;ﬂ Information

If multi-versioninstallationispossible, the[ Sel ect I nstall ation M ethod] window isdisplayed for each selected product. Select
"Multi-version installation" and click [Next].

5. Confirm the contents for installation
The [Confirm installation] window will be displayed.



Click [Next] to start the installation.

To modify the settings, select [Modify], and then click [Next]. Follow the on-screen instructions.

6. Check the settings
The [Confirm installation] window will be displayed for reinstallation, or if the installation information is modified.
Click [Install] to start the installation.
To modify the settings again, click [Back].

7. Completion of installation

The completion window is displayed. Click [Finish].

2.2.4 Installation in Silent Mode

Installation in silent mode can be performed only when the installation method is one of the following:

- New installation
- Multi-version installation

2 See

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

Refer to the Fujitsu Enterprise Postgres product websitefor information oninstallationin silent mode, such astheinstallation
parameters and error messages.

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

The installation procedure is described below.

1. Insert the DVD
Insert the client program DVD into the DVD drive.
The [Install Menu] window is displayed. Click [Finish].

2. Create an installation parameters CSV file

Consider theserver typeor featuresthat will berequired for system operations, and then createan install ation parameters CSV
file that uses the following specification format.

secti onNanme, paraneterNanme, val ue
secti onNane, paraneterName, val ue

ﬂ Information

Thetemplatefor theinstallation parameters CSV fileis" Z\\sample\sample_windows.csv (Zisthe driveinto whichthe DVD
isinserted.).
3. Start the command prompt

In Windows, right-click [Command Prompt] and then select [Run as administrator].

4. Run the installation

Execute the following command:

Z:\>silent.bat c:\temp\inspara.csv
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Z: Thedriveinto which the DVD isinserted.
c:\templinspara.csv: Theinstallation parameter CSV file name.

If the silent installer ends in an error, a message is output to the log file and return values are returned.

2.3 Uninstallation

This section describes the procedure for uninstalling the Windows client.

Qn Note

- Before uninstalling the product, close the product program and all applications that are using it.

- Loginusing an account that has administrator privilegesand then execute the command, or switch to an account that has
administrator privileges and then uninstall the product.

2.3.1 Uninstallation in Interactive Mode

The uninstallation procedure is described below.

ﬂ Information

If an error occurswhilethe product isbeing uninstalled, refer to "Uninstall (middleware) Messages' in the Fujitsu Enterprise
Postgres product website, and take the required action.

1. Stop applications and programs

Before starting the uninstallation, stop the following:
- Applications that use the product
- Connection Manager

- pgAdmin

2. Start the Uninstall (middleware) tool

In Windows, click [All Programs] or [All apps], then [Fujitsu], and then [Uninstall (middleware)].

3. Select the software
Select the product to be uninstalled from [Software Name], and then click [Remove].

4. Start the uninstallation
Click [Uninstall].

5. Finish the uninstallation
The uninstallation completion window is displayed. Click [Finish].

The installation folder may remain after uninstallation. If it is not required, deleteiit.

6. Stop the Uninstall (middleware) tool
The [Uninstall (middleware)] window is displayed. Click [Close].

2.3.2 Uninstallation in Silent Mode

The uninstallation procedure is described below.
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2 See

Refer to the Fujitsu Enterprise Postgres product website for information on uninstallation in silent mode, such as the error
messages.

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

1. Stop applications and programs

Before starting the uninstallation, stop the following:
- Applications that use the product
- Connection Manager

- pgAdmin

2. Start the command prompt

In Windows, right-click [Command Prompt] and then select [Run as administrator].

3. Start the uninstaller
Execute the command below.
The installation folder may remain after uninstallation. If it is not required, deleteiit.

Example

X:> install Fol der\suninst.bat

X: Drive on which the product isinstalled

-12-



Chapter 3 Installation and Uninstallation of the Linux

Client

This chapter explains how to install and uninstall the Linux client.

3.1 Operating Environment

This section describes the operating environment required to use the Linux client.

3.1.1 Required Operating System

One of the following operating systemsis required to use the Linux client:

- RHEL7.4 or later minor version

RHELS8.2 or later minor version

RHEL9.0 or later minor version

SLES 12 SP5

ﬂ Information

SLES 15 SP3 or later minor version

- Thefollowing packages are required for operations on RHEL7.

Package name

Remarks

bzip2-libs

Required when using pgBackRest.

glibc

glibc.i686

libgcc

libmemcached

Required when using Pgpool-I1.

libstdc++

libtool-Itdl

libzstd

1z4

Required when using pgBackRest.

ncurses-libs

nss-softokn-freebl

redhat-1sb

rsync

Required when using Pgpool-I1.

sudo

unixODBC

Required when using ODBC drivers

unzip

xz-libs

Zlib

- The following packages are required for operations on RHEL 8.
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Package name

Remarks

bzip2-libs

Required when using pgBackRest.

glibc

glibc.i686

libnsl2

libgcc

libmemcached

Required when using Pgpool-I1.

libstdc++

libtool-Itdl

libzstd

1z4-libs

Required when using pgBackRest.

ncurses-libs

nss-softokn-freebl

redhat-1sb

rsync

Required when using Pgpool-I1.

sudo

unixODBC

Required when using ODBC drivers

unzip

xz-libs

Zlib

The following packages are required for operations on RHEL9.

Package name

Remarks

bzip2-libs

Required when using pgBackRest.

glibc

glibc.i686

libnsl2

libgcc

libmemcached-awesome

Required if Pgpool-11 is used.

libstdc++

libtool-Itdl

libzstd

1z4-libs

Required when using pgBackRest.

ncurses-libs

nss-softokn-freebl

rsync

Required if Pgpool-11 is used.

sudo

unixODBC

Required if you are using an ODBC driver.

Unzip

xz-libs

Zlib
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- Thefollowing packages are required for operations on SLES 12.

Package name Remarks

glibc -
glibc-32bit -

Required by installer

The following JRES are available:
JRES - Oracle JRE

Use update 31 or later of the 64-bit version.
- OpendDK Past the Java TCK (Technology Compatibility Kit)

libbz2-1 Required when using pgBackRest.
libfreebl3 -
libgce -
libltdl7 -
liblz4-1 7 Required when using pgBackRest.
liblzmab -
libmemcached Required when using Pgpool-I1.
libncursess -
libstdc++ -
libz1 -
libzstdl -
rsync Required when using Pgpool-I1.
sudo -
unixODBC Required when using ODBC drivers
unzip -

The following packages are required for operations on SLES 15.

Package name Remarks

glibc -
glibc-32bit -

Required by installer

The following JREs are available:
JRES - Oracle JRE

Use update 31 or later of the 64-bit version.
- OpenJDK Past the Java TCK (Technology Compatibility Kit)

libbz2-1 Required when using pgBackRest.
libfreebl3 -
libgcc -
libltdl7 -
liblz4-1 Required when using pgBackRest.
liblzmab -
libmemcached Required when using Pgpool-I1.
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Package name Remarks

libncursesb -

libstdc++ -

libz1 -
libzstdl -

rsync Required when using Pgpool-I1.

sudo -

unixODBC Required when using ODBC drivers

3.1.2 Related Software

The following table lists the software required to use the Linux client.

Table 3.1 Related software

No. Software name Version
1 C compiler (*1) -
2 JDK or JRE JDK 8
JRE 8
JDK 11
JRE 11
JDK 17
JRE 17
3 NetCOBOL (*2)

*1: Only operations using the C compiler provided with the operating system are guaranteed.
*2: NetCOBOL is available in the following editions:
(RHELS)
- NetCOBOL Base Edition V12.2.0 or later
- NetCOBOL Standard Edition V12.2.0 or later
- NetCOBOL Enterprise Edition VV12.2.0 or later
(RHEL7)
- NetCOBOL Base Edition V11.1.0 or later
- NetCOBOL Standard Edition V11.1.0 or later
- NetCOBOL Enterprise Edition V11.1.0 or later

gn Note

The following JDKs or JREs are available:
- JDK or JRE shipped with the Interstage Application Server

JDK shipped with the Enterprise Application Platform

Oracle JDK or JRE

An OpenJDK that has passed the Java TCK (Technology Compatibility Kit)
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It isrecommended that the JDK or JRE included with Interstage Application Server and Enterprise Application Platformis
used.

The following table lists servers that can be connected to the Linux client.
When connecting to aserver product with a different version from this client function, only the range of functions provided
by the server product version is available.

Table 3.2 Connectable servers
(OS] Software name

Windows

Fujitsu Enterprise Postgres Advanced Edition 9.5 or later , up to 15

Fujitsu Enterprise Postgres Standard Edition 9.4 or later , up to 15

Linux - Fujitsu Enterprise Postgres Advanced Edition 9.5 or later , up to 15 SP2
- Fujitsu Enterprise Postgres Standard Edition 9.4 or later , up to 15 SP1
Solaris - FUJITSU Software Enterprise Postgres Standard Edition 9.6

3.1.3 Excluded Software

Fujitsu Enterprise Postgres

The Linux client cannot coexist with the Fujitsu Enterprise Postgres Community Edition (hereafter, "CE") client.
Other products

There are no exclusive products.

3.1.4 Required Patches

There are no required patches.

3.1.5 Hardware Environment

The following hardware is required to use the Linux client.

Memory
At least 160 MB of memory is required.
Mandatory hardware

None.

3.1.6 Disk Space Required for Installation

Thefollowing tableliststhe disk space requirements of the corresponding directoriesfor new installation of the Linux client.
If necessary, increase the size of the file system.

RHEL
ey ReqU|rUe:it(:jll\s/lll<35pace
[etc 1+1(*1)
Ivar 1+2(*1)
/opt 283 (*1)
Installation destination of the client (64-bit) 180
Installation destination of Pgpool-I| 35
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*1: Uningtall (middleware) must be installed.

SLES
Directory ReqmrL:a:itc:il'\s/lkBspace
letc 1+1(*1)
Ivar 1+2(*1)
/opt 2(*1)
Installation destination of the client (64-bit) 170
Installation destination of Pgpool-I1 35

*1: Uninstall (middleware) must be installed.

3.1.7 Supported System Environment

This section describes the supported system environment.

TCPI/IP protocol
Fujitsu Enterprise Postgres supports version 4 and 6 (IPv4 and IPv6) of TCP/IP protocols.

L:n Note

Do not use link-local addresses if TCP/IP protocol version 6 addresses are used.

3.1.8 Versions of Open-Source Software Used as the Base for Fujitsu
Enterprise Postgres Drivers

The following table lists the versions of open-source software used as the base for the various Fujitsu Enterprise Postgres
drivers.

Driver Open-source software version
JDBC pgjdbc 42.5.0
ODBC psalodbe 13.02.0000
libpg PostgreSQL 15.5

3.2 Installation

This section explains how to install the Linux client.

3.2.1 Pre-installation Tasks

Check the system environment for the following before the Linux client isinstalled.

Check the disk capacity
Check if sufficient free disk space is available for installing the Linux client.
Refer to "3.1.6 Disk Space Required for Installation" for information on disk space requirements.

If sufficient free disk space is unavailable, reconfigure disk partitions.
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Set JAVA_HOME (SLES only)
Ensure that JRE 8 isinstalled, and export the JAVA_HOME environment variable.

#export JAVA_HOME="Jre8lnstal I D r™

Executable Users
Installation and uninstallation is performed by superuser.

On the system, run the following command to become superuser.

$ su -
Password:******

Check the installed product and determine the installation method
Using the operation shown below, start Uninstall (middleware), and check the installed products.

Example

# /opt/FJSVcir/cimanager.sh -c
Loading Uninstaller. ..

Currently installed products
1. product Nane
2. product Nane

Type [number] to select the software you want to uninstall.
[number,q]
:>q

Exiting Uninstaller.

If the Linux client isalready installed, determine the installation method to use:
- Reinstallation

- Multi-version installation

Remove applied updates
If you perform reinstallation as the installation method, remove applied updates using the procedure shown below.

Qn Note

If aproduct isinstalled without removing applied updates, the following will occur:

- Performing reinstallation

If an update with the same update and version number isapplied, an error informing you that the update has already been
applied is displayed.
Perform the reinstallation after removing the update.

1. Display the applied updates
Execute the following command to display the applied updates:

# /opt/FJSVfupde/bin/uam showup
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2. Remove the updates

Execute the command below to remove the updates. If an update with the same update number was applied more than
once, the updates are removed in order, starting from the highest version number.

# /opt/FJSVfupde/bin/uam remove -i updat e- nunber

Qﬂ Note

If theinstallation directory/libissetin the environment variable LD_LIBRARY_PATH for the running user, removethe
installation directory/lib from LD_LIBRARY_PATH.

3.2.2 Installation in Interactive Mode
The installation procedure is described below.

& Note

The following characters can be used asinput values:

Alphanumeric characters, hyphens, commas and forward slashes

E’ Point

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

For installation in interactive mode, default values are set for the installation information. The following settings can be
changed for anew installation or a multi-version installation:

- Installation directory

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

1. Stop applications and programs

If the installation method is the following, all applications and programs that use the product must be stopped:
- Reinstallation

Before starting the installation, stop the following:
- Applications that use the product

- Connection Manager

pgBadger
Pgpool-11

2. Mount the DVD drive
Insert the client program DV D into the DVD drive, and then execute the following command:

Example

# mount -t is09660 -r -o loop /dev/dvd /media/dvd

Here/dev/dvd isthe device name for the DV D drive (which may vary depending on your environment), and /media/dvd
is the mount point (which may need to be created before calling the command).
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Qn Note

If the DV D was mounted automatically using the automatic mount daemon (autofs), "noexec” is set as the mount option, so
theinstaller may fail to start. In thiscase, use the mount command to remount the DV D correctly, and thenruntheinstallation.
Note that the mount options of a mounted DV D can be checked by executing the mount command without any arguments.

3. Run the installation
Execute the following command:

Example

# cd /mediasdvd
# ./install.sh

In the exampl e above, /media/dvd is the DV D mount paint.

4. Select the product to install

The list of installation target products is displayed.
Type the number for the product to beinstalled, or "al", and press Enter.

ﬂ Information

If the selected product has already been installed, a window for selecting reinstallation or multi-version installation is
displayed for each product. Follow the on-screen instructions to select the installation method.

5. Check the settings

The window for checking the installation information is displayed as shown below.
Type"y" and press Enter to start the installation.

To change the settings, type "c" and press Enter, and follow the on-screen instructions. This option is not displayed if there
is no information that can be modified.

6. Check the changed settings

If the installation information has been modified, the new installation information is displayed.
Type"y" and press Enter to start the installation.
To change the settings again, type "c" and press Enter.

7. Finish the installation

When theinstallation is complete, a message is displayed showing the status.
If installation was successful, the following message is displayed:

Installed successfully.

L:n Note

If an error occurs during the installation, read the error message and remove the cause of the error, and then reexecute the
install.sh command.

3.2.3 Installation in Silent Mode

Installation in silent mode can be performed only when the installation method is one of the following:

- New installation
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- Multi-version installation

2 See

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

Refer to the Fujitsu Enterprise Postgres product websitefor information oninstallationin silent mode, such astheinstallation
parameters and error messages.

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

The installation procedure is described below.

1. Mount the DVD drive

Insert the client program DV D into the DVD drive, and then execute the following command:

Example

# mount -t is09660 -r -o loop /dev/dvd /media/dvd

Here/dev/dvd isthe device name for the DV D drive (which may vary depending on your environment), and /media/dvd
is the mount point (which may need to be created before calling the command).

Qn Note

If the DV D was mounted automatically using the automatic mount daemon (autofs), "noexec” is set as the mount option, so
theinstaller may fail to start. Inthiscase, use the mount command to remount the DV D correctly, and thenruntheinstallation.
Note that the mount options of a mounted DV D can be checked by executing the mount command without any arguments.

2. Create an installation parameters CSV file

Consider thefeaturesthat will berequired for system operations, and then create an installation parameters CSV filethat uses
the following specification format.

secti onNane, paraneterName, val ue
secti onNanme, paraneterNanme, val ue

;ﬂ Information

3. Run the installation
Execute the following command:

Example

# cd /media/dvd
# _/silent.sh /home/work/inspara.csv

In the example above, /media/dvd is the DVD mount point, and /home/work/inspara.csv is the installation parameter
CSv.

If the silent installer ends in an error, a message is output to the log file and return values are returned.

3.3 Uninstallation

This section describes the procedure for uninstalling the Linux client.
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Qn Note

- Before uninstalling the product, close the product program and all applications that are using it.

- On SLES, before uninstallation, ensure that JRE 8 isinstalled, and export the JAVA_HOME environment variable.

#export JAVA_HOME="Jre8lnstal I D r"

3.3.1 Uninstallation in Interactive Mode

The uninstallation procedure is described below.

;ﬂ Information

If an error occurswhilethe product isbeing uninstalled, refer to "Uninstall (middleware) Messages' in the Fujitsu Enterprise
Postgres product website, and take the required action.

1. Stop applications and programs
Before starting the uninstallation, stop the following:

- Applications that use the product

Connection Manager

pgBadger
Pgpool-11

2. Start the Uninstall (middleware)

Execute the following command:

# /opt/FJSVcir/cimanager.sh -c

3. Select the product

Enter the number for the product to be uninstalled, and press Enter.

4. Start the uninstallation
To start the uninstallation, type "y" and press Enter.
To display thelist of products again, type "b" and press Enter.

5. Finish the uninstallation
If uninstallation is successful, the message below is displayed.
The installation directory may remain after uninstallation. If it is not required, deleteiit.

Uninstalling. ..

product Name is being uninstalled now.
O L L L L ey L )
100% HHHHHHHHHHHHHIHHHHHEHHH HHEH

The following products have been uninstalled successfully:
pr oduct Nare

Uninstallation of "product Name"™ has completed successfully.
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Exiting Uninstaller.

3.3.2 Uninstallation in Silent Mode

The uninstallation procedure is described below.

i, See

Refer to the Fujitsu Enterprise Postgres product website for information on uninstallation in silent mode, such as the error
messages.

© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000

1. Stop applications and programs
Before starting the uninstallation, stop the following:

- Applications that use the product

- Connection Manager

pgBadger
Pgpool-11

2. Run the uninstallation
Execute the following command:
The installation directory may remain after uninstallation. If it is not required, deleteit.

Example

# /opt/fsepv<x>client64/setup/suninst.sh

In the example above, /opt/fsepv<x>client64 is the installation directory, and "<x>" indicates the product version.

# /opt/fsepv<x>pgpool-11/setup/suninst.sh

In the example above, /opt/fsepv<x>pgpool-I1/setup is the name of the installation directory in which the Pgpool-1I is
installed.
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IChapter 4 Setup

This chapter describes the setup procedures to be performed after installation compl etes.

4.1 Configuring Environment Variables

Configure the following environment variables when using client commands.

4.1.1 Windows

PATH environment variable
Add "/nstallationfFoldeAbin".
PGLOCALEDIR environment variable
Add "/nstallationfFoldenshare\locale”.

Examples of environment variable configurations are shown below.
Example
This exampleis specific to 32-bit Windows.

Note that "<x>" indicates the product version.

> SET PATH=%ProgramFiles%\Fuj itsu\fsepv<x>client32\bin;%PATH%
> SET PGLOCALEDIR=%ProgramFiles%\Fuj itsu\fsepv<x>client32\share\locale

4.1.2 Linux

PATH environment variable

Add "/nstallationDirectory/bin”.
MANPATH environment variable

Add "/nstallationDirectorylshare/man”.
PGLOCALEDIR environment variable

Add "/nstallationDirectorylshare/locale".

Examples of environment variable configurations are shown below.
Example

Note that "<x>" indicates the product version.

$ PATH=/opt/fsepv<x>client64/bin:$PATH ; export PATH
$ MANPATH=/opt/fsepv<x>client64/share/man:$MANPATH ; export MANPATH
$ PGLOCALEDIR=/opt/fsepv<x>client64/share/locale ; export PGLOCALEDIR

4.2 Setting Up and Removing OSS

This section explains how to set up OSS supported by Fujitsu Enterprise Postgres.
If you want to use OSS supported by Fujitsu Enterprise Postgres, follow the setup procedure.
If you decide not to use the OSS supported by Fujitsu Enterprise Postgres, follow the removing procedure.
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ﬂ Information

Refer to "OSS Supported by Fujitsu Enterprise Postgres' in the General Description for information on OSS other than those
described below.

4.2.1 pgBackRest

4.2.1.1 Setting Up pgBackRest

1. Theuse of pgBackRest determines how pgBackRest materia is deployed.

To use the pghackrest command on the same host as the Fujitsu Enterprise Postgres server, use the pgBackRest that
ships with the server. However, if you want to connect to and use a version of the Fujitsu Enterprise Postgres server
for which pgBackRest is not available, use pgBackRest, which ships with the client. See also Notes.

Tousethe pgbackrest command on adifferent host than the Fujitsu Enterprise Postgres server, usethe pgBackRest that
is shipped with the client.

2. Set the environment variable PATH for pgBackRest.

The pgBackRest material is stored under /opt/fsepv<x>server64/0OSS/pgbackrest on the Fujitsu Enterprise Postgres
server, and under /opt/fsepv<x>client64/OSS/pgbackrest on the client.
Set the environment variable PATH to the storage location/bin of the pgBackRest material to be used.

Example of using pgBackRest material stored on the server:

$ PATH=/opt/fsepv<x>server64/0SS/pgbackrest/bin:$PATH ; export PATH

Example of using pgBackRest material stored on the client:

$ PATH=/opt/fsepv<x>client64/0SS/pgbackrest/bin:$PATH ; export PATH

3. Perform pgBackRest setup.
Refer to" User Guides" in the pgBackRest website (https://pgbackrest.org/) for details.

gn Note

This feature is not available for instances created with WebAdmin. It is available only for operation using server
commands.

If you are using pgBackRest, you cannot use the commands pg_rman, pgx_dmpall, or pgx_rcvall.

- If you are connecting to an Fujitsu Enterprise Postgres 13 or 14 server and want to use pgBackRest, use pgBackRest,
which is shipped with the Fujitsu Enterprise Postgres Client 15.

If you specify the installation directory/lib for Fujitsu Enterprise Postgres 13 or 14 in the LD_LIBRARY_PATH
environment variable, pgBackRest will reference the Fujitsu Enterprise Postgres 13 or 14 libraries, not the onesit should
reference. Therefore, remove the path to the Fujitsu Enterprise Postgres 13 or 14 installation directory/lib from the
environment variable LD_LIBRARY_PATH before running the pgbackrest command. In addition to executing the
pgbackrest command directly, you should also take action on the pgbackrest command specified in the
archive_command in postgresgl.conf.

Example of specifying the LD_LIBRARY_PATH environment variable for archive_command in
postgresqgl.conf

If /opt/fsepv13server64/lib:/datallib is specified in LD_LIBRARY_PATH

archive_command = "LD_LIBRARY_PATH=/data/lib pgbackrest --config=/backrest/
pgbackrest.conf --stanza=app archive-push %p*
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4.2.1.2 Removing pgBackRest

1. Sets parametersin the postgresqgl.conf file.

Reverses the information specified during setup

2. Restart Fujitsu Enterprise Postgres.

3. If it was set to perform periodic backups, unset it.

4.2.1.3 Servers to which pgBackRest can connect
The following table lists server that pgBackRest can connected to.

Table 4.1 Connectable server

0s

Product name

Linux

- Fujitsu Enterprise Postgres Advanced Edition 13 or later ,up to 15 SP2

- Fujitsu Enterprise Postgres Standard Edition 13 or later ,up to 15 SP1
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Describes the setup to be performed after installation
Appendix A Estimating Memory Requirements
Describes the formulas for estimating memory requirements
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Describes the procedure to follow when modifying the JRE installation.
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