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Fujitsu's contribution to PostgreSQL 

PostgreSQL is one of the most advanced and widely used open-
source relational database management systems (RDBMS) in the 
world. 

Fujitsu has been a keen player in open-source development, Fujitsu 
is proud of its commitment to the promotion of PostgreSQL as a 
world-class enterprise database. 

Fujitsu has been supporting PostgreSQL in various ways since 
2004. One of the earliest contributions of Fujitsu to PostgreSQL 
was features in version 8.0. Since then, Fujitsu has been a proactive 
participant in the PostgreSQL community, providing Platinum 
sponsorship of key PostgreSQL events and supporting various 
PostgreSQL user groups. 

The PostgreSQL-based database system is the outcome of 
Fujitsu's experience of developing enterprise databases for many 
years and contributions to the PostgreSQL community for the 
world's most advanced open-source database system. The 
strength of PostgreSQL with Fujitsu's added enhanced features 
make Fujitsu Enterprise Postgres. 

Fujitsu Enterprise Postgres 

Fujitsu Enterprise Postgres is a mission-critical 
RDBMS based on PostgreSQL that is ideal for 
hybrid, multi-cloud. 

Fujitsu Enterprise Postgres leverages PostgreSQL, a 
feature-rich open-source database management system, used by 
millions of users globally, enabling integration with a wide range of 
software, information utilization systems, development tools, and 
application runtime environments. 

Full compatibility with open-source PostgreSQL allows users to 
enjoy the benefits of open source in enterprise quality. Database 
systems remain free from vendor lock-in, while achieving 
advanced security and high reliability. Fujitsu's strong track record 
in mission-critical enterprise systems supports this technology. 

The improved advanced security and high reliability has created 
substantial benefits to further compliment intelligent business data 
systems for enterprises. 

It also leverages container technology for rapid deployment and 
agility, the flexibility to use the data you want anywhere, and the 
resiliency to quickly recover in the event of a disaster. 

Fujitsu Enterprise Postgres for Kubernetes 

Fujitsu Enterprise Postgres for Kubernetes provides a 
framework for installing and managing your Fujitsu 
Enterprise Postgres on Red Hat OpenShift Container 
Platform. The Operator module manages the service on 
behalf of the Database Administrator. 

The operator architecture container of Fujitsu Enterprise Postgres is 
certified with RedHat OpenShift Operator Certification Level 5, the 
highest level of the operator maturity model. 

Fujitsu Enterprise Postgres operator support multiple architectures: 
AMD64, s390x, ppc64le. 

Operators can deploy and manage Fujitsu Enterprise Postgres clusters, 
Pgpool-II clusters, and other components in an OCP environment. 

The Operator is deployed as a standalone module, along with a highly 
available Fujitsu Enterprise Postgres cluster with pre-defined 
configuration to get started with a small workload. Users can adjust the 
configuration parameters at the time of deployment and during their 
use to optimize the instance according to workload. 

The database is managed consistently according to predefined custom 
resources. Custom resources are YAML files that define the 
configuration of the system and are passed to the Operator. 

As the name implies, the server container is intended to incorporate the 
Fujitsu Enterprise Postgres server component. In principle, a running 
server container is considered as an equivalent to a Fujitsu Enterprise 
Postgres Server instance. 

Fujitsu Enterprise Postgres 
for Kubernetes 

Datasheet 

Kubernetes is gaining attention as a virtualization technology that makes it easier to deploy 
and scale applications for shorter development cycles and more efficient operations. 

Fujitsu extends its own technologies to embrace containers and deliver a database system 
that empowers customer journeys. 
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Features and benefits 
Feature Details 

Deployment 
• Data center • Within one data center
• Model • One master, two replicas / One master
• Replication type • Asynchronous / Synchronous / Logical Replication
• Scaling • CPU / Memory

Load balancing 
• Using Pgpool-II 

High availability 
• Failover type • Automatic (read more below)
• Switchover type • Manual (read more below)
• Auto-recovery • Automatic (read more below)

Backup and Restore 
• Frequency • Configurable
• Generation • Configurable
• Backup type • Full / Incremental
• Restore type • Latest / PITR
• Restore to • New cluster / Existing cluster

Upgrade 
• Supported • Minor version
• Upgrade type • Rolling update

Configuration change 
• Dynamic Configuration Change

Monitoring & Alert 
• Monitoring • Operator metrics

• Operands(i.e., cluster) metrics
• Alert • Alert by metrics information
• Event Notification • Custom resource creation events

Scalability 
• Scale-out read replica • Manual / Automatic
• Scale-in read replica • Manual

Fujitsu Enterprise Postgres features supported 
• Transparent Data Encryption
• Data Masking 
• Security policy monitoring 
• Key management for Transparent Data Encryption
• Cloud-based key management
• Cloud-based secret management
• Audit log automation
• Dedicated Audit Log 
• Vertical Clustered Index
• Global Meta Cache
• High-speed Data Load
• Java, ODBC, and .NET Framework integration
• Embedded SQL integration (C, COBOL)

Fujitsu Enterprise Postgres 
for Kubernetes 

Containerize •  Modernize 
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Topics 
Start small and grow large 

Fujitsu Enterprise Postgres for Kubernetes starts quickly with minimal 
configuration and easily scales as your business grows. It also scales 
automatically as transactions grow. 

Cluster deployment 

Users can instruct the operator to build clusters that include 
containers and volumes with Fujitsu Enterprise Postgres installed, 
alongside the required network resources. Clusters can be created 
with one master server or with multiple servers (one master and two 
replicas). Synchronous or asynchronous replication can be selected 
for the replica servers. 

Users can deploy Pgpool-II for load balancing and connection pooling 
with a Pgpool-II container. Multiple Pgpool-II pods may be deployed 
in a single deployment to increase availability. 

.  
Highly available configuration deployed by the Operator 

Configurable volumes per cluster 

To improve performance, users may want to separate the volumes 
storing database files and WAL files. Similarly, one may want to use a 
dedicated volume for a new tablespace. The Operator gives the end 
user the flexibility to create a cluster with multiple persistent volumes 
and select a suitable storage class for them. For example, the user 
can create a cluster with a data volume, a WAL volume on a storage 
class backed up on SSD, and a log volume on a storage class backed 
up on HDD. 

Deploying Pgpool-II and connecting to cluster from Operator 

Users can deploy the Pgpool-II container and access the database via 
Pgpool-II to use load balancing and connection pooling features. 

Multiple Pgpool-II containers can be deployed for load sharing and 
high availability. Users can request a Kubernetes service to distribute 
their work across multiple Pgpool-II containers. 

 

Recommended configuration template 

By providing CR templates tailored to use cases, customers can 
reduce editing tasks and easily deploy FEP clusters. 

High availability features 

• Automatic failover 

If an error is detected in the container or pod of the master server, 
the cluster will perform an automatic failover by promoting one of 
the replicas to master, and then switching the database connection 
destination. The database connection will be broken, but you can 
reconnect by re-establishing a connection from the application. 

• Automatic recovery 

If an error occurs on the master server and an automatic failover 
occurs, the pod or container of the failed old master server is 
automatically restarted and reincorporated into the cluster as a 
replica server. If a replica server fails, it automatically restarts and 
rejoins the cluster as a replica server. 

• Manual switchover 

You can manually switch any replica server to master server. In this 
case, the original master server becomes a replica server. 

The high availability and failover management of Fujitsu Enterprise 
Postgres is provided by Patroni. Both Patroni and Fujitsu Enterprise 
Postgres will be installed on the same container image. Patroni will 
initialize and start a database instance, and then acquire a lock on a 
shared resource - in our case, it is a Kubernetes configmap . 
Whichever pod acquires the lock will become the master. When a 
subsequent server container starts, Patroni will initialize that pod as a 
replica with streaming replication. 

 
Kubernetes configmap for election of master 

https://kubernetes.io/docs/concepts/configuration/configmap/
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Scheduling backup with the Operator 

Fujitsu Enterprise Postgres for Kubernetes supports full backup and 
incremental backup. Up to 5 backup schedules can be set up, with 
their retention period also being configurable. 

A backup container is deployed as a complement to each server pod. 
Backup is performed at the scheduled time set by the user. The 
backup container checks if the server in the pod is a master or replica, 
and performs backup only if it is the master. The volume storing 
backup and archived WAL files must be on a shared storage such as 
NFS, AWS S3, or Red Hat OpenShift Container Storage. Backup and 
WAL archiving is performed by pgBackRest . 

Point-in-time recovery and backup restore from Operator 

Two types of restore are supported: restore backup data to an 
existing cluster, and create a new cluster and restore backup data. 
The former retains the attributes of the cluster, such as IP address and 
name, while the latter is created from scratch. 

The restore process deploys a restore container. The restore 
container performs the pgBackRest restore operation from the 
backup data to be restored to the master server of the cluster. After 
the data is restored to the master server, the cluster is created by 
synchronizing the data to the replica servers. 

Disaster recovery 

By using OSS (pgBackRest) functionality to store backup data in 
object storage, data can be migrated to a database cluster in a 
different OCP environment. 

Even if it is difficult to operate in an OCP environment with a 
database cluster due to a disaster, it is possible to continue operating 
in a different OCP environment. 

Disaster recovery in hot standby 

By replicating data in advance, in the event of a disaster, you can take 
over security settings (such as Transparent Data Encryption and 
secret information) and quickly recover your work. 

Integration with Velero for disaster recovery 

Integration with Velero and FEP Operator facilitates disaster recovery 
for Kubernetes clusters, for applications and databases. 

Velero is an open source tool to safely backup and restore, perform 
disaster recovery, and migrate Kubernetes cluster resources and 
persistent volumes. 

Configuration change 

Parameter change 

The user can change the Fujitsu Enterprise Postgres parameters. 

• For parameters that take effect immediately:

The Operator will apply the changes to all database pods and
reload the Fujitsu Enterprise Postgres server process automatically.
The cluster will not suffer outage.

• For parameters that require restart of the Fujitsu Enterprise
Postgres server to take effect:

The Operator will update the configuration files on all database
pods. However, users must perform a manual restart of the
database process on all the database pods using the FEPAction
custom resource.

Resource change 

The user can change the amount of CPU and memory resources 
allocated to server containers, backup containers, and Pgpool-II 
containers by changing the FEPCluster custom resource. The Operator 
will apply the changes to the Statefulset. 

Changing resource allocation will not take effect immediately - the 
user must restart all pods for the new resource allocation to take 
effect. 

https://pgbackrest.org/
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Security 

Security policy monitoring 

Enables simpler operations for role-based access control (RBAC) 
setting and audit in an operator environment, with settings 
automatically configured to work according to security policies. 

It provides easier and more efficient security operations, with reduced 
human errors, minimizing security risks. 

Users can run security controls based on the concepts below: 

• Group resources by the level of confidentiality (e.g., personal
information, confidential information, 3rd party information, etc.).

• Group user constraints by job title (e.g., position in company) and
type of work (e.g., financial audit).

• The scope of restriction is determined from the relationship
between the groups.

• Design does not depend on the number of objects or users  in the
actual database.

Fujitsu Enterprise Postgres for Kubernetes automates confidential 
management support so users can construct and set up databases 
with appropriate access control to ensure that they comply with 
security regulations. 

In addition to confidential management support, audit log monitoring 
reinforces security automation by detecting and alerting about 
unauthorized access and expired passwords. 

Key management for Transparent Data Encryption 

Increased flexibility to use KMIP-certified external Key Management 
Systems (KMS) for improved data security. 

Reduced risk of data leakage by storing encryption keys outside the 
database. Better governance by the division of role between the 
database administrator and the administrator for Master Encryption 
Keys. 

Cloud-based key management 

Encryption keys can be stored in cloud key management services. 
Operator features pre-packaged AWS and Azure plug-ins in the 
container image to be deployed. 

• Enables easy integration with key management services when
using the cloud.

• Key management services in the cloud can reduce operational
costs and increase security.

Cloud-based secret management 

Securely store credentials, API keys, tokens, and other sensitive 
information in a cloud service. 

• Secure storage of secrets (data and secrets separation)
• Improved security by storing secrets in secure external services
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Version upgrades 

Minor version upgrade 

New and patched Fujitsu Enterprise Postgres releases are made 
available as new container images. When the latest container image is 
provided, the user can perform a minor version upgrade by changing 
the FEPCluster custom resource. The operator will perform a rolling 
update to enable the minor version upgrade with minimal system 
disruption. 

A minor upgrade is done by updating the custom resource with a new 
Fujitsu Enterprise Postgres image name. The pod will be redeployed 
with the new image in a controlled manner. 

1. First, the replica servers is upgraded and restarted, and the system
waits until they are ready, one server at a time.

2. Then, a controlled switchover is performed to pick a new master.
3. Finally, the old master will be upgraded.

Minor version upgrades will take effect immediately.

Major version upgrade

Upgrading the major version of the Operator and container builds a 
new major version of Fujitsu Enterprise Postgres in the same 
namespace as the old major version. 

1. Preparation - Stop running applications and allow the upgrade
execution container to connect.

2. Operator upgrade - Uninstall the old Operator and install the new
version.

3. Major version upgrade - Create a new version of FEPCluster and
migrate the data to it.

4. Custom resource update - Update custom resources as needed
5. Resume applications - Resume the stopped applications.

Monitoring & Alerts 

Audit log automation 

Automatically configures and monitors operation of the audit log, so 
customers can implement procedures that meet auditing policies and 
other security requirements. 

• Operational efficiency.
• Reduced human errors, minimizing security risks
• Quickly detects and responds to unauthorized access or incorrect

operation, reducing the impact of security incidents

Monitoring 

Monitoring is available from Prometheus  and Grafana , the de 
facto standard monitoring tools in Kubernetes. 

The monitoring software Prometheus captures information about the 
cluster pod CPU, memory, and disk usage and health status. DBAs and 
Infrastructure Administrators can view monitoring data captured by 
Grafana features in an advanced graphical display. 

Key monitoring items include: 

• Database health
• OS performance information
• Disk usage
• Backup status
• Client connection information

Deep insights 

Early detection of signs of failure is important. Prometheus sends 
alerts via the Alert Manager to DBAs and Infrastructure Administrators 
via email or Slack if the collected data (metrics) is unhealthy. Users 
can identify problems early and prevent problems before they occur. 

Use case 
• A Fujitsu Enterprise Postgres server container/pod CPU usage is

exceeding 80% of the resource limits.
• A Fujitsu Enterprise Postgres Persistent Volume Claim has less than

10% disk available.
• A Fujitsu Enterprise Postgres server apparently went down or is not

accessible.

https://prometheus.io/
https://grafana.com/grafana/
https://prometheus.io/
https://grafana.com/grafana/
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Disk space monitoring and expansion 

Combines Kubernetes’ automated storage monitoring and extension 
capabilities to automatically expand disk capacity when thresholds 
are exceeded, preventing disk full.  

Scaling replicas 

Automatic scale out 

Auto scaling enables the user to dynamically extend a database 
cluster according to a pre-defined scaling policy. 

The user can pre-configure server load thresholds, so that the number 
of cluster replica pods is automatically increased when the threshold 
is reached. This allows the system to operate stably even when the 
system experience heavy access. 

Use case 
• Add one pod if CPU usage is more than 80%.
• Reduce the number of pods during off-season with low data

volume.

Manual scale in/out 

Users can scale out or scale in read replicas at any time. This can be 
done by applying changes to the FEPCluster custom resource. 

DBAs and Infrastructure Administrators can manually increase or 
decrease the number of cluster pods to keep the system running at 
the minimum required number. 

Supported Fujitsu Enterprise Postgres features 

Category Feature 

Operation Global Meta Cache 

Security Transparent Data Encryption 

Data Masking 

Dedicated Audit Log 

High 
performance 

Vertical Clustered Index 

High-speed Data Load 

Application 
interface 

Java integration 

ODBC integration 

.NET Framework integration 

Embedded SQL integration (C language) 

Embedded SQL integration (COBOL) 

https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#global-meta-cache
https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#transparent-data-encryption
https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#data-masking
https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#dedicated-audit-log
https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#in-memory-columnar-index
https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#high-speed-data-load
https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#integration
https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#integration
https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#integration
https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#embedded-sql
https://www.postgresql.fastware.com/key-features-in-fujitsu-enterprise-postgres#embedded-sql
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Supported OSS 
OSS name Version Description 

orafce 3.25.1 Oracle-compatible SQL features 

patroni 3.1.0 Postgres cluster management 

pg_bigm 1.2 Full-text search (multibyte) 

pg_dbms_stats - Tuning (statistics management, query tuning) 

pg_hint_plan 15.1.5.1 (x86, s390x) 
14.1.4.0 (ppc64le) 

pg_repack 1.4.8 Table reorganization 

pg_rman 1.3.14 Backup and restore management 

pg_statsinfo - Collection and accumulation of statistics 

pgBackRest 2.46 Backup and restore management 

pgBadger 12.0 Log analysis 

Pgpool-II 4.4.4 (x86, s390x) 
4.4.0 (ppc64le) 

Failover, connection pooling, load balancing, etc. 

postgres-exporter 0.10.1 PostgreSQL metrics monitoring capabilities for Prometheus with Fujitsu updated queries 

PostgreSQL 15.5 (x86, s390x) 
15.4 (ppc64le) 

Database management system 

PostgreSQL JDBC driver 42.5.0 JDBC driver 

psqlODBC 13.02.0000 ODBC driver 

Fujitsu Enterprise Postgres features not supported 
Since Fujitsu Enterprise Postgres server containers are based on other components (like UBI and Patroni), there are certain limitations that do 
not allow it to be 100% functionally compatible with VM-based Fujitsu Enterprise Postgres server instances. 

Limitation Reason for limitation Description 

CryptoExpress cards 
are not supported. 

IBM LinuxOne does not currently 
support CryptoExpress cards in 
the OpenShift Container Platform. 

The Fujitsu Enterprise Postgres TDEz extension cannot be used on LinuxOne 
OpenShift environment. 
However, the user can still use Transparent Data Encryption on both LinuxOne 
OpenShift as well as Azure (x86) OpenShift environments. 
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Fact sheet 
Product name 

Fujitsu Enterprise Postgres 15 for Kubernetes 

Product information 

Supported platforms 
FEP Operator is tested on the following platforms. 

Service Platform 

Self-Managed 
Kubernetes Service 

• Red Hat OpenShift Container Platform 4.11 - 4.13
• Rancher Kubernetes Engine (on Linux hosts) *
• VMware Tanzu Kubernetes Grid v1.6+
• SUSE Rancher 2.7

Full Managed 
Kubernetes Service 

• Red Hat OpenShift Service on AWS (ROSA)
• Red Hat OpenShift on IBM Cloud
• Azure Red Hat OpenShift (ARO)
• Azure Kubernetes Service (AKS) *
• Amazon Elastic Kubernetes Service (EKS) * 
• IBM Cloud Kubernetes Service *
• Alibaba Cloud Container Service for Kubernetes (ACK) * 
• Google Kubernetes Engine (GKE) *

* Kubernetes 1.24-1.26 

Supported storage 
Category Storage 

Type/interface • Container Storage Interface
• NFS
• Red Hat OpenShift Container Storage

Cloud Service • Azure Blob Storage
• Amazon S3
• Google Cloud Storage

CPU 
x86, s390x, ppc64le 

Components embedded 
Component Version 

Red Hat UBI minimal 9 

Fujitsu Enterprise Postgres Server 15.5 (x86, s390x) 
15.0 (ppc64le) 

Collaboration tools 
Integration with the monitoring and alerting tools below is supported: 

Tool Version How to obtain 

Alert Manager Version installed with OpenShift Pre-installed with OpenShift 

Grafana 4.7.1 and later Provided by OperatorHub 

Prometheus Version installed with OpenShift Pre-installed with OpenShift 

Further information 

Information URL 

Red Hat Ecosystem Catalog https://catalog.redhat.com/partners/Fujitsu 

Red Hat Marketplace https://marketplace.redhat.com/en-us/products/fujitsu-enterprise-postgres 

Technical presentation https://fast.fujitsu.com/FujitsuEnterprisePostgresForKubernetes-TechnicalPresentation 

Webpage https://fast.fujitsu.com//fujitsu-enterprise-postgres-for-kubernetes 

fast.fujitsu.com/ 
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